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IntroductionIntroduction
•• NeurogeometryNeurogeometry  concerns the neuralconcerns the neural

implementation of the geometricimplementation of the geometric
structures of visual perception.structures of visual perception.

•• These structures are very different fromThese structures are very different from
the Euclidean 3D structure of thethe Euclidean 3D structure of the
objective external space which is theobjective external space which is the
ouput ouput of a very sophisticated cognitiveof a very sophisticated cognitive
construction.construction.

•• Many non trivial  mathematical structuresMany non trivial  mathematical structures
have been introduced recently to explainhave been introduced recently to explain
the neural implementation of natural lowthe neural implementation of natural low
level vision.level vision.

•• I will focus on two of them:I will focus on two of them:
–– Receptive fields of neural cells and waveletReceptive fields of neural cells and wavelet

analysis.analysis.
–– Differential geometry andDifferential geometry and neurogeometry  neurogeometry ofof

the functional architecture of area V1.the functional architecture of area V1.

•• We will see how contact, We will see how contact, symplectic symplectic andand
sub-Riemannian  geometry arisesub-Riemannian  geometry arise
naturally in modeling V1 functionalnaturally in modeling V1 functional
architecture.architecture.

•• In relation with wavelet analysis thisIn relation with wavelet analysis this
leads to harmonic analysis onleads to harmonic analysis on
Heisenberg type groups.Heisenberg type groups.





•• V1 has a thickness of V1 has a thickness of !! 1.8mm with 6 1.8mm with 6
layers. The input layer is the layer 4C.layers. The input layer is the layer 4C.

•• New experimental devices allow toNew experimental devices allow to
observeobserve  the activity of the neural micro-the activity of the neural micro-
modules involved in visual processing.modules involved in visual processing.

•• But they are extremely difficult toBut they are extremely difficult to
interpret because the underlyinginterpret because the underlying
connectivity is extremely complex (connectivity is extremely complex (““locallocal””
means hundreds or even thousandsmeans hundreds or even thousands
neurons each with hundreds or evenneurons each with hundreds or even
thousands synapses).thousands synapses).
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Receptive fieldsReceptive fields

•• The classical The classical receptive fieldreceptive field  (RF) of a(RF) of a
visual neuron is the domain visual neuron is the domain of of the retina the retina toto
which it is connected through the which it is connected through the neuralneural
connections of connections of the retinothe retino--geniculogeniculo-cortical-cortical
pathwayspathways, , and whose and whose stimulation stimulation elicitateselicitates
a a spike responsespike response..

•• This concept of This concept of ““minimal minimal discharge fielddischarge field””
(MDF) has to (MDF) has to be refined be refined to to take intotake into
account account all all the complexity the complexity of of thethe
subthreshold activity subthreshold activity of of neuronsneurons
(membrane (membrane potential and potential and ““synapticsynaptic
integration fieldintegration field””).).

•• For For simplicity reasonssimplicity reasons, , we will considerwe will consider
only the only the MDF (MDF (spiking responsesspiking responses) of) of
simple simple neuronsneurons..

•• The The RF  RF  is decomposed into is decomposed into ONON
((excitatoryexcitatory) ) and and OFF (OFF (inhibitoryinhibitory) zones.) zones.



•• Sophisticated Sophisticated techniques techniques enable enable to recordto record
the the level curveslevel curves  of of their their receptive receptive profileprofile
(RP) or transfert (RP) or transfert function function as as linear filterslinear filters..

•• Level curves Level curves of of the receptive the receptive profiles of profiles of thethe
ganglionary cells and ganglionary cells and of of the the LGN (G. DeLGN (G. De
AngelisAngelis) ) can be modeled can be modeled by by Laplacians Laplacians ofof
GaussiansGaussians..



-4 -2 0 2 4
-4

-2

0

2

4

•• Level curves Level curves of of the receptive the receptive profiles ofprofiles of
some some simple simple cells cells of V1 of V1 can be modeledcan be modeled
–– by second by second order derivatives order derivatives of of GaussiansGaussians,,

–– by Gabor by Gabor waveletswavelets

(real part).(real part).



•• There exist also There exist also RP of simple RP of simple cells whichcells which
are are like third order derivatives like third order derivatives ofof
Gaussians Gaussians (De (De AngelisAngelis).).
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•• If If we add we add time (time (spatio-temporal RPsspatio-temporal RPs) ) wewe
find even fourth order derivativesfind even fourth order derivatives..
–– White noise White noise methodmethod. . Correlation between Correlation between (i)(i)

random sequences random sequences of of flashed bright flashed bright / / darkdark
bars bars at different at different positions , positions , and and ((iiii) ) sequencessequences
of of spikesspikes. . The The time time is the correlation delayis the correlation delay..



•• There is There is a lot of a lot of technical technical discussionsdiscussions
concerning the concerning the exact exact form form of RP.of RP.

•• Richard Young. «Richard Young. «  The Gaussian DerivativeThe Gaussian Derivative
model for model for spatio-temporal spatio-temporal visionvision » », , SpatialSpatial
VisionVision, 14, 3-4, 2001, 261-319., 14, 3-4, 2001, 261-319.
–– ««  The The initial stage of initial stage of processing processing of of receptivereceptive

fields fields in in the visual the visual cortex cortex approximates approximates aa
‘‘derivative analyzerderivative analyzer’’ that is  that is capable ofcapable of
estimating the estimating the local spatial local spatial and and temporaltemporal
directional derivatives directional derivatives of of the intensity the intensity profile inprofile in
the visual environmentthe visual environment.. » »

•• HowHow  ??

•• How do How do the RPs operate the RPs operate on on the visualthe visual
signal?signal?

•• Let Let II((xx,,yy) ) be the visual be the visual signal (signal (x,yx,y are are
visual coordinates visual coordinates on on the retinathe retina).).

•• Let Let !!((x-xx-x00,y-y,y-y00) ) be the be the RP of a RP of a neuron neuron NN
whose receptive field is defined whose receptive field is defined on aon a
domain domain DD of  of the retina centered the retina centered on (on (xx00,y,y00).).



•• NN  acts acts on on the the signal signal II as a  as a filterfilter  ::

•• A A field field of of such neurons act therefore such neurons act therefore byby
convolution on convolution on the the signalsignal  ((waveletwavelet
analysisanalysis))

I! (x0 , y0) = I( " x , " y )
D
# !( " x $ x0 , " y $ y0)d " x d " y 

I! (x, y) = I( " x , " y )
D
# !( " x $ x, " y $ y)d " x d " y = I *!( )(x,y)

•• But But from the classical from the classical formulaformula

  II**DGDG  ==  DD((II**GG))

for for GG a  a Gaussian and Gaussian and DD a  a differentialdifferential
operatoroperator, , the the convolution of convolution of the the signal signal II
with with a a DGDG-shaped -shaped RF RF amounts amounts to to apply apply DD
to to the smoothing the smoothing ((the regularizationthe regularization) ) II**GG of of
the the signal signal II  at the at the scalescale defined  defined by by thethe
width width of of GG..

•• Hence Hence a a wavelet analysis which is wavelet analysis which is aa
multiscale differential  geometrymultiscale differential  geometry..



Wavelets and Wavelets and group actiongroup action

•• A «A «  mothermother  » profile » profile !!00    is transformedis transformed
under the under the Lie group Lie group GG of  of tanslations tanslations ofof
positions, rotations of positions, rotationspositions, rotations of positions, rotations
of orientations of orientations "", , and scaling and scaling ##..

•• For a For a given given position position aa  ==   ( (xx00,y,y00), ), the filtersthe filters
with with variable orientations variable orientations ""  constitute constitute anan
hypercolumnhypercolumn  in in the sense the sense of of Hubel andHubel and
Wiesel.Wiesel.

•• For a For a typical typical Gabor RP, Gabor RP, given given a a curve curve CC,,
the the RP RP centered at centered at a point a point aa = ( = (xx, , yy))
which gives the which gives the maximum maximum responseresponse  hashas
–– ""  = orientation of = orientation of C,C,

–– ##  codescodes  distdist((aa,,  CC).).



•• Mother  waveletMother  wavelet

•• Citti-SartiCitti-Sarti  ::

and and is the is the direction of direction of CC  at at cc..



•• Citti-SartiCitti-Sarti  : : If If we we look look at the at the maximalmaximal
responsesresponses  of of the receptive the receptive profilesprofiles
centered at centered at aa, , and and if if cc  is the nearest is the nearest pointpoint
of of CC relative to  relative to aa,  ,  then then 

and and is the is the direction of direction of CC  at at cc..

Engrafting Engrafting variablesvariables  : : thethe
fibration modelfibration model

•• The The simple simple cells cells of V1  of V1  detect detect aa
preferential preferential orientationorientation ( (static static oror
dynamicdynamic  : : moving gratingsmoving gratings).).

•• They measureThey measure, , at at a certain a certain scalescale, pairs, pairs
((a, pa, p) of a spatial position ) of a spatial position aa in  in the visualthe visual
field and field and of a local orientation of a local orientation pp  at at aa..

•• Pairs (Pairs (aa,,  pp) are ) are called called contact contact elementselements  inin
contact contact geometrygeometry. Simple . Simple neurons neurons of V1of V1
detect detect contact contact elementselements..



•• The hypercolumns associateThe hypercolumns associate
retinotopically retinotopically to to each each position position aa of  of thethe
retina retina RR a full  a full exemplar exemplar PPa a of of the space the space PP
of orientations of orientations p p atat  aa..

•• An An hypercolumn hypercolumn is is !! 200-500 200-500µµ wide. wide.

•• This This functional functional architecture architecture implements theimplements the
fibrationfibration  ""  ::  RR##PP$ $ R R with with base base RR, , fiber fiber P,P,
and and total total spacespace  VV  = R= R##PP..

•• The hypercolumnar The hypercolumnar structure has beenstructure has been
discovered discovered in in the late the late 50s by Vernon50s by Vernon
Mountcastle Mountcastle in in the somatosensorial the somatosensorial cortexcortex
of of the cat and the cat and in in the early the early 60s in 60s in the visualthe visual
cortex by David cortex by David Hubel and Torsten Hubel and Torsten Wiesel,Wiesel,
and after and after in in the motor the motor cortex cortex and theand the
auditory auditory cortex.cortex.

•• How a How a curve curve CC in  in RR  is represented is represented inin
VV  ==  RR  ##  PP  ??



•• If If pp  ==  Tan(Tan("")), , V= RV= R##PP  is the space is the space JJ11((RR,,  RR) of ) of 1-1-
jetsjets of  of curves curves CC in  in RR..

•• If If CC  is is a a curve curve in in RR (a contour),  (a contour), it can be it can be liftedlifted  toto
VV via  via the the jet jet mapmap

jj  ::  CC  $$  VV  ==  RR  ##  PP

aa  %%  CC  $$ ( (aa, , ppaa) ) where where ppa a is the is the orientation of orientation of thethe
tangent of tangent of CC  at at aa..

••   & &   represents represents CC as  as the the enveloppeenveloppe of  of its its tangentstangents
(projective (projective dualityduality).).

•• The The structure of fibration structure of fibration formalizesformalizes
HubelHubel  ’’s concept of s concept of ““engraftingengrafting””
““secundarysecundary”” variables (orientation,  variables (orientation, ocularocular
dominance, dominance, colorcolor, direction of , direction of movementmovement,,
etcetc.) on .) on the the basic basic retinal retinal variables (variables (xx,,yy))  ::
–– ««  What the What the cortex cortex does is map does is map not not just two just two butbut

many many variables on variables on its two-dimensional its two-dimensional surface.surface.
It does so It does so by by selecting selecting as as the the basicbasic
parameters the two parameters the two variables variables that specify thethat specify the
visual field coordinates visual field coordinates ((……), ), and and on on this map itthis map it
engraftsengrafts other  other variables, variables, such such as orientationas orientation
and eye preferenceand eye preference, by , by finer finer subdivisions.subdivisions. » »
((Hubel Hubel 1988, p. 131)1988, p. 131)



•• It is the functional It is the functional architecture of architecture of cells withcells with
a a prefered prefered orientation orientation which explains which explains howhow
V1 V1 can perform can perform global global tasks such tasks such asas
contour contour integrationintegration..

PinwheelsPinwheels

••   The The fibration fibration ""  ::  RR  ##  PP  $ $ R R is is ofof
dimension 3 but dimension 3 but is implemented is implemented in neuralin neural
layers layers of dimension 2.of dimension 2.



•• Many experiments Many experiments have have shown thatshown that
hypercolumns hypercolumns are are geometrically organizedgeometrically organized
in in pinwheelspinwheels..
–– The The cortical layer cortical layer is reticulated is reticulated by a network ofby a network of

singular singular pointspoints  which which are are the centers the centers of of thethe
pinwheelspinwheels..

–– LocallyLocally, , around these singular around these singular points all points all thethe
orientations are orientations are represented represented by by the the rays of arays of a
““wheelwheel””,,

–– and the and the local local wheels wheels are are glued together glued together in ain a
global structure.global structure.

•• The methodThe method  ((Bonhöffer Bonhöffer & & GrinvaldGrinvald, ~ 1990) of, ~ 1990) of
““in vivo in vivo optical imaging based optical imaging based on on activity-activity-
dependent intrinsic signalsdependent intrinsic signals””  allows allows to to acquireacquire
images of images of the activity the activity of of the superficial the superficial corticalcortical
layerslayers..

•• The experimental The experimental challenge challenge is extremelyis extremely
difficultdifficult. Millions of . Millions of neurons neurons are are connected withconnected with
hundreds and even thousands hundreds and even thousands of synapses forof synapses for
each neuroneach neuron..

•• Single Single cells recordings cells recordings or post mortemor post mortem
visualization visualization of of the the cortical cortical activity activity via 2-via 2-
deoxyglucose deoxyglucose maps maps are not are not sufficientsufficient..



•• In vivo In vivo optical imaging methods optical imaging methods have a have a goodgood
spatial spatial resolution resolution (50(50µµ) but a ) but a bad bad temporaltemporal
resolutionresolution..

•• They can analyze They can analyze slow slow intrinsic intrinsic changes ofchanges of
optical properties optical properties of of the the cortical layer.cortical layer.

•• To To visualize the visualize the cortical cortical dynamicdynamic  one one needsneeds
other methods such other methods such as as voltage-sensitive dyesvoltage-sensitive dyes
which stain which stain active active cellscells  : : dye molecules dye molecules areare
bound bound to to cell cell membranes membranes and act and act as as molecularmolecular
transducers transforming transducers transforming changes in membranechanges in membrane
potential into optical signalspotential into optical signals..

•• Temporal Temporal resolution resolution < 1ms.< 1ms.

•• A A piece piece of cortex of cortex is exposed is exposed in an in an oil-filledoil-filled
chamber and illuminated chamber and illuminated by orange lightby orange light
(605nm).(605nm).

•• The The amplitude of orientation amplitude of orientation maps is verymaps is very
weak weak w.r.t. w.r.t. the the light light intensity intensity of of recordedrecorded
cortical images. One cortical images. One substracts the meansubstracts the mean
intensity intensity for all orientations (cocktailfor all orientations (cocktail
blankblank).).

•• One One does the summation does the summation of of the the images ofimages of
V1V1 ’ ’s s activity activity for for the different gratings andthe different gratings and
constructs differential mapsconstructs differential maps..



•• The low frequency The low frequency noise noise is eliminatedis eliminated..

•• The maps The maps are are normalized normalized (by (by dividing thedividing the
deviation deviation relative to relative to the mean the mean value value atat
each each pixel by pixel by the the global global mean deviationmean deviation).).

•• In In the following picture the the following picture the orientations areorientations are
coded coded by by colors and iso-orientation lines colors and iso-orientation lines areare
therefore represented therefore represented by by monocolor linesmonocolor lines..

•• William William BoskingBosking, , Ying Ying Zhang, Zhang, Brett SchofieldBrett Schofield,,
David David Fitzpatrick Fitzpatrick ((Dpt Dpt of of NeurobiologyNeurobiology, Duke), Duke)
1997, «1997, «  Orientation Orientation Selectivity and theSelectivity and the
Arrangement of Horizontal Connections inArrangement of Horizontal Connections in
Tree Shrew Striate Tree Shrew Striate CortexCortex » », , J. ofJ. of
NeuroscienceNeuroscience, 17, 6, 2112-2127., 17, 6, 2112-2127.

•• Layers Layers 2/3 of a 2/3 of a Tree Shrew Tree Shrew ((TupayaTupaya) :) :

LGN LGN $$ layer 4  layer 4 $$  ((strictly feed foorwardstrictly feed foorward) ) $$
layers layers 2/3.2/3.







•• There There are 3 classes of pointsare 3 classes of points  ::
–– regular regular pointspoints  where the where the orientation orientation field isfield is

locally locally trivial;trivial;

–– singular singular pointspoints  at the center at the center of of the pinwheelsthe pinwheels;;

–– saddle-points localized near the centers saddle-points localized near the centers of of thethe
cells cells of of the the network.network.

•• Two Two adjacent adjacent singular singular points are ofpoints are of
opposed chiralitiesopposed chiralities  (CW (CW and and CCW).CCW).

•• It is like It is like a a fieldfield  in in WW  generated generated byby
topological topological charges charges with with ««  field linesfield lines  »»
connecting connecting charges of opposite charges of opposite signsign..

•• At the At the boundaryboundary between  between V1 V1 and and V2 V2 thethe
configuration configuration is differentis different. . Pinwheels Pinwheels of of thethe
same chirality same chirality are are aligned along thealigned along the
boundary boundary ((Shigeru Shigeru Tanaka, Tanaka, RikenRiken
InstituteInstitute).).



•• In In the following picture the following picture due to due to ShmuelShmuel
((catcat’’s s area 17), area 17), the the orientations are orientations are codedcoded
by by colors colors but are but are also represented also represented byby
white white segments.segments.

•• We We observe observe very well the two very well the two types oftypes of
generic singularities generic singularities of 1D foliations in of 1D foliations in thethe
plane.plane.





•• They They arise arise from the fact thatfrom the fact that, in , in generalgeneral,,
the the direction direction "" in V1 of a ray of a  in V1 of a ray of a pinwheelpinwheel
is is not not the the orientation orientation pp"" associated  associated to to it it inin
the visual fieldthe visual field..

•• When the When the ray spins ray spins around the singulararound the singular
point point with with an angle an angle ""  the associatedthe associated
orientation orientation rotates with rotates with an angle an angle "" /2.  /2. TwoTwo
diametrally opposed diametrally opposed rays correspond torays correspond to
orthogonal orientations.orthogonal orientations.

•• There There are are two two cases.cases.

•• If If the the orientation orientation pp"" associated  with the associated  with the
ray of angle ray of angle ""  is is pp""  ==  $$  ++  ""/2/2  ((   $$     being being thethe
orientation of orientation of the the ray ray ""    ==  0)0),,  the twothe two
orientations orientations will be the same will be the same forfor

pp""  ==  $$  ++  ""/2/2 =  = ""

that is that is for for "" = 2 = 2$$..

•• As As $$  is defined is defined modulo modulo "", , there is only there is only oneone
solutionsolution  : : end end point.point.



•• If If the the orientation orientation pp"" associated  with the associated  with the
ray of angle ray of angle ''  is is pp""  ==  $$  ((  ""/2,/2,  the twothe two
orientations orientations will be the same will be the same forfor

pp""  ==  $$  ((  ""/2/2 =  = ""

that is that is for for "" = 2 = 2$$/3/3..

•• As As $$  is defined is defined modulo modulo "", , there there are are threethree
solutions : triple point.solutions : triple point.



  Micro-structure near pinwheelMicro-structure near pinwheel
centerscenters

•• P. E. P. E. MaldonadoMaldonado, I. , I. GödeckeGödecke, C. M. Gray,, C. M. Gray,
T. T. BonhöfferBonhöffer  («(«  Orientation Orientation Selectivity Selectivity inin
Pinwheel Centers Pinwheel Centers in in Cat Striate Cat Striate CortexCortex » »,,
ScienceScience, 276 (1997) 1551-1555) have, 276 (1997) 1551-1555) have
analyzed the fine-grained analyzed the fine-grained structure ofstructure of
orientation orientation maps at the singularitiesmaps at the singularities. . TheyThey
found thatfound that

  ««  orientation orientation columns contain sharply tunedcolumns contain sharply tuned
neurons neurons of of different different orientation orientation preferencepreference
lying lying in close in close proximityproximity  ».».



•• James James Schummers Schummers ««  Synaptic integrationSynaptic integration
by V1 by V1 neurons depends neurons depends on location on location withinwithin
the the orientation orientation mapmap  » (» (NeuronNeuron, 36, 2002,, 36, 2002,
969-978) has 969-978) has shown thatshown that
––   ««  neurons near pinwheel centers neurons near pinwheel centers havehave

subthreshold responses subthreshold responses to all stimulusto all stimulus
orientations but orientations but spike responses spike responses to to only only aa
narrow narrow range of orientationsrange of orientations » »..

•• ScalesScales..
–– Left Left (far for (far for from from a a pinwheelpinwheel): 8 ): 8 spikes/sspikes/s,,

10mV, 2s.10mV, 2s.

–– Right (Right (at at a a pinwheelpinwheel): 3 ): 3 spikes/sspikes/s, 8mV, 2s., 8mV, 2s.

•• Far Far from from a a pinwheel cells pinwheel cells ««  show a show a strongstrong
membrane membrane depolarization response onlydepolarization response only
for a for a limited limited range of stimulus orientation,range of stimulus orientation,
and this selectivity is reflected and this selectivity is reflected in in theirtheir
spike responsesspike responses  ».».

•• At At a a pinwheel centerpinwheel center, on , on the contrarythe contrary, , onlyonly
the spike response is selectivethe spike response is selective. . There is There is aa
strong depolarization strong depolarization of of the the membrane formembrane for
all orientations.all orientations.

•• The The stimuli are stimuli are moving oriented gratingsmoving oriented gratings..



•• It is It is an original solution to an original solution to the problem the problem ofof
singularitiessingularities..

•• But But the the spatial (50spatial (50µµ) ) and depth resolutionsand depth resolutions
of of optical imaging is optical imaging is not not sufficientsufficient..

•• One One needs needs single single neuron resolution neuron resolution toto
understand the micro-structureunderstand the micro-structure..



•• Two-photon Two-photon calcium calcium imaging imaging in vivoin vivo
provides functional maps at single-cellprovides functional maps at single-cell
resolutionresolution..
–– Kenichi Ohki, Kenichi Ohki, Sooyoung Sooyoung Chung, Chung, PrakashPrakash

Kara, Mark Kara, Mark HHübübeenerner, Tobias , Tobias BonhoefferBonhoeffer
and R. Clay Reid,and R. Clay Reid,

–– HighlyHighly ordered arrangement of single neurons ordered arrangement of single neurons
in orientation pinwheelsin orientation pinwheels, Nature, Nature  442442, 925-, 925-
928 (24 August 2006) .928 (24 August 2006) .

•• (In (In catcat) ) pinwheels pinwheels are are higly ordered at thehigly ordered at the
micro micro level and level and ««  thus pinwheels thus pinwheels centrescentres
truly represent singularities truly represent singularities in in the the corticalcortical
mapmap  ».».

•• Injection of calcium Injection of calcium indicator dye indicator dye (Oregon(Oregon
Green BAPTA-1 Green BAPTA-1 acetoxylmethyl estheracetoxylmethyl esther))
which which labels few labels few thousands thousands of of neurons neurons inin
a 300-600a 300-600µµ  regionregion..

•• Two-photon Two-photon calcium calcium imaging measuresimaging measures
simultaneously simultaneously calcium calcium signals evoked signals evoked byby
visual visual stimuli on stimuli on hundreds hundreds of of such neuronssuch neurons
at different depths at different depths ((from from 130 to 290130 to 290µµ by by
2020µµ  stepssteps).).



•• One One finds pinwheels with the finds pinwheels with the samesame
orientation orientation wheelwheel..

•• ««  This This demonstrates the columnardemonstrates the columnar
structure of structure of the the orientation orientation map at map at a a veryvery
fine spatial fine spatial scalescale  ».».



The The fibrationfibration
positionposition  //  orientationorientation

•• Analyzing carefully the Analyzing carefully the pattern of neuralpattern of neural
activity elicitated activity elicitated by a by a thin and thin and long linelong line
stimulus, William stimulus, William Bosking Bosking ((NatureNature
NeuroscienceNeuroscience, 5, 9, 2002) has , 5, 9, 2002) has shown theshown the
independance independance of position of position and and orientation.orientation.

••   The The fibration fibration ""  ::  RR  ##  PP  $ $ R R is reallyis really
implementedimplemented..

•• The following picture The following picture (a) shows (a) shows thethe
population (population (stripestripe) of V1 ) of V1 neurons activatedneurons activated
by a line stimulus by a line stimulus located at located at a a preciseprecise
(vertical) position ((vertical) position (scale scale bar = 1mm).bar = 1mm).

•• (b) (b) The stripe is embedded The stripe is embedded in in thethe
population of V1 population of V1 neurons responding neurons responding toto
the same the same vertical orientation but vertical orientation but atat
different different positions.positions.



•• When the When the position of position of the the line line moves moves in in thethe
visual fieldvisual field, , the stripe moves the stripe moves in V1.in V1.

••   The following picture The following picture shows shows that thethat the
position position preference map preference map ((stripesstripes, 0.5°, 0.5°
intervalsintervals) ) and the and the orientation orientation preferencepreference
map map ((pinwheelspinwheels) are ) are essentiallyessentially
independentindependent..



•• SoSo, , Bosking Bosking has has shown thatshown that
««  the map the map of of visual space visual space in V1 in V1 is orderly at is orderly at aa
fine fine scale and scale and has has uniform coverage uniform coverage ofof
position position and and orientation orientation whithout whithout locallocal
relationships relationships in in the mapping the mapping of of thesethese
featuresfeatures.. » »

•• This This means that the means that the local triviality  of of thethe
fibration fibration ""  ::  RR##PP$ $ R  R  is neurallyis neurally
implementedimplemented..



Gluing processesGluing processes
•• A A good example good example of neural of neural implementationimplementation

of a of a gluing process is given gluing process is given by by the callosalthe callosal
connexions connexions between the two hemisphericbetween the two hemispheric
parts of V1.parts of V1.

•• The region near the visual midline The region near the visual midline (VM) (VM) isis
mapped mapped on on the two the two parts of V1 parts of V1 nearnear the the
boundary boundary V1 / V2V1 / V2..



•• For For the the tree shrewtree shrew, if one , if one injectsinjects
rhodamine in a rhodamine in a small region small region of V1of V1LL  withwith
vertical vertical preference preference ((red circle red circle in a blackin a black
regionregion) ) and fluorescein and fluorescein in in another smallanother small
region with region with horizontal horizontal preference preference (green(green
circle circle in a in a nearby white regionnearby white region), ), thethe
callosal callosal projections on V1projections on V1RR show  show nono
orientation orientation specificityspecificity..



W. Bosking et al., The Journal of Neuroscience, 2000, 20(6),
2346-2359

•• Chantal Chantal Milleret and Milleret and Nathalie RochefortNathalie Rochefort
(Collège de France, Paris) have (Collège de France, Paris) have shownshown
that it is completely different that it is completely different for for the catthe cat  ::
callosal callosal connections connections preservepreserve  orientationorientation
selectivityselectivity..

•• If one If one cuts the cuts the chiasma, chiasma, the the right right visualvisual
hemifield projects hemifield projects onto onto the left the left V1 via V1 via thethe
the left eye and the activity the left eye and the activity of of the the right V1right V1
is entirely is entirely due to due to the callosalthe callosal
connections.connections.



•• The The principal principal result is thatresult is that, for , for eacheach
orientation, orientation, the domains activated the domains activated by by thethe
callosal callosal connections are connections are the same the same asas
those activated those activated by by the retino-geniculo-the retino-geniculo-
cortical pathwaycortical pathway..



Other Other ““engraftedengrafted””
variablesvariables

•• Other Other variables are variables are ““engraftedengrafted””  in   in thethe
pinwheel pinwheel structure, in structure, in particularparticular  ::
–– The The spatial spatial frequencyfrequency distributed along the distributed along the

rays of rays of the pinwheelsthe pinwheels. . HHüübener bener : : boundaries boundaries ofof
the low the low spatial spatial frequencies frequencies (gray) (gray) domains domains ..
StatisticallyStatistically, , the pinwheels the pinwheels are are centered centered in in thethe
frequency regions and the iso-orientation linesfrequency regions and the iso-orientation lines
are orthogonal to are orthogonal to the boundariesthe boundaries..



•• The The variation of phasevariation of phase (De  (De Angelis Angelis 1999)1999)  ::
in a single in a single column column ««  spatial phase spatial phase is theis the
single single parameter that accounts parameter that accounts for for most most ofof
the difference between receptive fields the difference between receptive fields ofof
nearby neuronsnearby neurons  ».».

•• The The figure compares figure compares the complete RFs the complete RFs ((XX,,
YY =  = space and space and TT = time =  = time = delaydelay
correlationcorrelation) of ) of two nearby cells two nearby cells in ain a
columncolumn..

•• Stimuli = Stimuli = randomly flashed randomly flashed (40ms) (40ms) smallsmall
bars (1.5°) of bars (1.5°) of the prefered the prefered orientations of 2orientations of 2
simple simple neurons neurons in in the same column whichthe same column which
are are simultaneouslysimultaneously recorded recorded..

•• One One measures the cross-correlationmeasures the cross-correlation
between the sequence between the sequence of stimuli of stimuli andand
the response the response ((spike spike trains) trains) with severalwith several
correlation delayscorrelation delays..

•• VisuotopyVisuotopy, orientations, spatial, orientations, spatial
frequencies frequencies are are essentially the sameessentially the same,,
but not but not the the spatial phases.spatial phases.



•• The The relation relation between the pinwheels andbetween the pinwheels and
the the domains domains of of ocular ocular dominancedominance  is alsois also
very interesting very interesting : : their boundaries their boundaries areare
essentially essentially orthogonal to orthogonal to the iso-orientationthe iso-orientation
lineslines..



•• HübenerHübener  ((HübenerHübener, , ShohamShoham, , GrinvaldGrinvald,,
BonhöfferBonhöffer, , ““Spatial Spatial relationships amongrelationships among
three columnar systems three columnar systems in in cat cat area 17area 17””, , J.J.
of of NeuroscNeurosc.., 17 (1997) 9270-84), 17 (1997) 9270-84)  ::
–– Many iso-orientation lines Many iso-orientation lines cross cross the bordersthe borders

between ocular between ocular dominance dominance domains domains close toclose to
right angles, right angles, and the pinwheel centers and the pinwheel centers areare
preferentially located preferentially located in in the the middle of middle of thesethese
OD OD domainsdomains..



•• Michael Michael Crair Crair has has shown that the peaks shown that the peaks ofof
ocular ocular dominance are dominance are localized near thelocalized near the
centers centers of of the pinwheelsthe pinwheels..
–– M. M. Crair Crair et al., et al., ““Ocular Ocular Dominance Dominance Peaks atPeaks at

Pinwheels Center Singularities Pinwheels Center Singularities of of thethe
Orientation Orientation Map Map in in Cat Visual Cat Visual CortexCortex””, , J. ofJ. of
NeurophysiologyNeurophysiology, 77, 77  : 3381-3385, 1997.: 3381-3385, 1997.



The The horizontal structurehorizontal structure
•• The The ““verticalvertical””  retinotopic retinotopic structure structure and theand the

trivial trivial locality locality are not are not sufficientsufficient..

•• To To achieve  achieve  global global coherencecoherence, , the visualthe visual
system must system must be be able to able to comparecompare  two fiberstwo fibers
PPaa  et et PPbb  over two neighboring over two neighboring points points aa  andand
bb..

•• This This is is a a problem problem of of parallel parallel transporttransport. . AtAt
the the neural neural level it is implemented level it is implemented in in thethe
horizontalhorizontal  cortico-cortical cortico-cortical connections.connections.
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••   Cortico-cortical Cortico-cortical connections are slowconnections are slow
((! ! 0.2m/s) 0.2m/s) and weakand weak. . They essentiallyThey essentially
connect neurons connect neurons of of the the samesame  orientation inorientation in
neighboring hypercolumnsneighboring hypercolumns..

•• This This means that the means that the system system is is able toable to
know, for know, for bb  near near aa, if , if the the orientation orientation qq  at at bb
is the same is the same as as the the orientation orientation pp  at at a a (local(local
parallelismparallelism).).

•• The retino-geniculo-cortical The retino-geniculo-cortical "vertical""vertical"
connections connections give give an an internalinternal meaning  meaning forfor
the the relations relations between between ((aa,,  pp) ) and and ((aa,,  qq))
((differentdifferent  orientations orientations pp  and and qq  at the at the samesame
point point aa) .) .

•• While the While the "horizontal" "horizontal" cortico-corticalcortico-cortical
connections connections give give an an internalinternal meaning  meaning forfor
the the relations relations between between ((aa,,  pp) ) and and ((bb,,  pp))
((samesame  orientation orientation pp  at at differentdifferent  points points aa
and and bb).).
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Horizontal connections :
a!b
p=q

•• The next slide The next slide (William (William BoskingBosking) shows) shows
how how biocytin injected locally  biocytin injected locally  in a zone ofin a zone of
specific specific orientation (orientation (green-bluegreen-blue) diffuses) diffuses
via horizontal via horizontal cortico-cortical cortico-cortical connections.connections.
The key fact is thatThe key fact is that  ::
–– short rangeshort range ( (inside inside a single a single hypercolumnhypercolumn))

diffusion diffusion is isotropicis isotropic, but, but

–– long rangelong range  diffusion (diffusion (between differentbetween different
hypercolumnshypercolumns) ) is is on on the contrary highlythe contrary highly
anisotropicanisotropic and restricted  and restricted to zones of to zones of thethe
samesame  orientation (orientation (the same colorthe same color) as ) as the the initialinitial
one.one.



•• MoreoverMoreover, , cortico-cortical cortico-cortical connectionsconnections
connect neurons coding connect neurons coding pairs (pairs (aa,,  pp) ) andand
((bb,,  pp) ) such that such that p p is the is the orientation of orientation of thethe
axis abaxis ab (William  (William BoskingBosking).).

•• ««  The The system of system of long-range long-range horizontalhorizontal
connections connections can be summarized can be summarized asas
preferentially linking neurons with co-preferentially linking neurons with co-
orientedoriented, , co-axially aligned receptiveco-axially aligned receptive
fieldsfields  ».».



Alignement :
a!b

p=q=ab

a b
p p

•• These results mean essentially that theThese results mean essentially that the
contact structurecontact structure  of of the the fibrationfibration
""  ::  RR##PP$$RR  is neurally implementedis neurally implemented..



The The contact structure of V1contact structure of V1

•• First First modelmodel..

•• We work We work in in the the fibration fibration ""  ::  VV  ==  RR##PP$$RR
with with base base space space RR  and fiber and fiber P P = set of= set of
orientations orientations pp..

•• A local A local coordinate coordinate system for system for VV  is given is given byby
triples (triples (x,x,  y,y,  pp).).

•• Let Let CC  be be a a smooth curve smooth curve in in the the base base spacespace
RR. . We We have have seen that it can be seen that it can be liftedlifted  to ato a
curve curve && in  in VV  ::    its its 1-jet or 1-jet or Legendrian Legendrian lift.lift.

•• If If yy  ==  yy((xx) ) is is a local a local equation equation of of CC, , thethe
equation equation of of &&  isis

((x, y, px, y, p)  =  ()  =  (x, y,x, y,  y´y´ ). ).

•• The The contact contact elements elements are are connected connected byby
horizontal connections.horizontal connections.



•• ConverselyConversely, let , let && = ( = (xx((ss), ), yy((ss), ),   pp((ss)) )) be be aa
curve curve in in VV  with with projection projection CC in  in RR..

•• &&  is the is the lifting of lifting of CC  iffiff

pp((ss) = ) = y´y´((ss))  //  x´x´((s)s)..

•• Frobenius Frobenius integrability integrability conditioncondition  ..

•• In In the following slide we the following slide we show show curves curves in Vin V
which donwhich don’’t satisfy the integrabilityt satisfy the integrability
condition. condition. The The contact contact elements elements are notare not
connected connected by horizontal connections.by horizontal connections.





•• GeometricallyGeometrically, , the integrability the integrability conditioncondition
means the followingmeans the following. . We We suppose suppose xx  is theis the
basic variable. Letbasic variable. Let

tt  = (= (x,x,  y,y,  pp;;  1,1,  y´,y´,  p´p´))

      be be a a tangent tangent vectorvector  to to VV  at the at the pointpoint

((a,a,  pp))  = (= (x,x,  y,y,  pp).).

   If    If y´ =y´ =  p p we we havehave

tt  = (= (x,x,  y,y,  pp;;  1,1,  p,p,  p´ p´ ).).

•• This This is equivalent is equivalent to to the fact that the fact that tt  is is in in thethe
kernel kernel of of the the 1-form1-form

  ))  = = dy dy - - pdxpdx

  ))   = 0 = 0 means simply means simply pp =  = dydy  / / dxdx..   

•• But But this kernel is this kernel is in in fact fact a plane a plane called thecalled the
contact planecontact plane of  of VV  at at ((a,a,  pp).).



•• The curves in The curves in VV    of the form of the form jj11CC are are
therefore the therefore the integral curvesintegral curves the field of the field of
planes planes !!  ::  vv  $$  KKvv..

•• This non This non integrable integrable field is the field is the contactcontact
structurestructure of  of VV, and , and %% is its  is its contact formcontact form..

•• If we add If we add scalescale, we get the, we get the
symplectificationsymplectification  of the contact structure.of the contact structure.



Application to Application to the the association association fieldfield
•• The The Frobenius Frobenius integrability integrability condition condition is is aa

geometrical geometrical formulation of formulation of the the Gestalt Gestalt lawlaw
of of ““good good continuationcontinuation”” (J-M.  (J-M. MorelMorel, Y., Y.
FrégnacFrégnac, S. , S. MallatMallat) .) .

•• Its empirical counterpart Its empirical counterpart has been has been studiedstudied
psychophysically psychophysically by David Field, Anthonyby David Field, Anthony
Hayes Hayes and and Robert Hess Robert Hess and explained and explained viavia
the the concept of concept of association association fieldfield..

•• Let (Let (aaii,,  ppii) ) be be a set of segments a set of segments embeddedembedded
in a background of in a background of distractorsdistractors. . TheyThey
generate generate a a perceptively salient curve perceptively salient curve ((pop-pop-
outout) ) iff the iff the ppii are tangent to « are tangent to «  thethe  » » curve curve CC
interpolating between the interpolating between the aaii..

•• Experiments Experiments show show that some curvature isthat some curvature is
admissible. This admissible. This means that the means that the contactcontact
plane plane is implemented is implemented ((the curvature the curvature of of CC  isis
the the vertical component of vertical component of the the lifting).lifting).

•• But But there is there is a a limit limit to to curvaturecurvature. . It It has to has to bebe
added added to to the the model.model.



–– ««  Elements Elements are are associated according associated according to jointto joint
constraints constraints of position of position and and orientation.orientation. » »

–– ««  The The orientation of orientation of the elements is locked the elements is locked toto
the the orientation of orientation of the paththe path; a ; a smooth curvesmooth curve
passing passing through the through the long axis long axis can be drawncan be drawn
between any two between any two successive successive elementselements.. » »

•• This This is is a a psychophysical psychophysical formulation of formulation of thethe
integrability integrability condition.condition.



•• The pop-out The pop-out of of the the globalglobal  curve generatedcurve generated
by by the the ((aaii,,  ppii) ) is is a a typical translocaltypical translocal
phenomenon resulting from phenomenon resulting from a a bindingbinding
induced induced by by the the horizontal connections.horizontal connections.

•• Binding is Binding is a a wave wave of activation of activation alongalong
horizontal connections horizontal connections which synchronizeswhich synchronizes
the cells the cells (Singer, Gray, (Singer, Gray, KönigKönig).).

•• Second modelSecond model. It is more natural to work. It is more natural to work
with angles in the with angles in the fibration fibration ""  ::  VV  ==  RR  ##  PP
$$  RR  with with P P = = SS11 and with the contact and with the contact
formform

    %%    ==  ––  sin(sin(''))dxdx  ++  cos(cos(''))dydy



•• The The contact planes are contact planes are spanned spanned byby

with with Lie Lie bracketbracket

•• VV  becomes becomes a Lie group a Lie group isomorphic isomorphic to to thethe
Euclidean Euclidean group group EE(2) which (2) which is the semi-is the semi-
direct productdirect product



•• InverseInverse

•• Left Left invarianceinvariance

translates translates intointo

•• AndAnd

translates translates into the into the contact contact form form %%..



Contact structure Contact structure andand
Heisenberg groupHeisenberg group

•• The The group structure on group structure on VV of  of the firstthe first
model model is isomorphic is isomorphic to to the the HeisenbergHeisenberg
groupgroup  ::

•• If If tt  ==  ((&, ', ()) are  are the the tangent tangent vectors vectors ofof
  TT00VV, the Lie algebra of , the Lie algebra of VV has the Lie has the Lie
bracketbracket

•• It is generated It is generated byby

((spanning the spanning the contact plane)contact plane)

•• We We havehave

((the other brackets the other brackets = 0).= 0).



•• This Lie This Lie algebra can be represented algebra can be represented byby
nilpotent nilpotent matrices matrices mm((&, ', ())

and the elements and the elements ((xx, , yy, , pp) of ) of the the group group VV
by matrices by matrices MM((xx, , yy, , pp)) =  = II +  + mm((xx, , yy, , pp))

•• But But we can also exponentiate andwe can also exponentiate and
represent represent the elements the elements ((xx, , yy, , pp) of ) of thethe
group group VV by matrices by matrices

expexp((mm((&, ', ())) =) =

II +  + mm((xx, , yy, , pp) + 1/2 ) + 1/2 mm((0, 0, pxpx, 0, 0) =) =

MM((xx, , pp, , y+1/2pxy+1/2px))

•• The The group group law law on on VV  becomesbecomes

((xx, , yy, , pp).().(xx’’, , yy’’, , pp’’) =) =

((x x + + xx’’, , yy +  + yy’’ + 1/2( + 1/2(pxpx’’  ––  xpxp’’), ), pp +  + pp’’))



•• This This is the is the Heisenberg groupHeisenberg group..

•• The The centercenter  ZZ of  of the two the two groups groups is the is the yy
axis.axis.

•• So So harmonic analysisharmonic analysis  on on VV  is stronglyis strongly
related related to to that that on on the the Heisenberg group,Heisenberg group,
which is very well known which is very well known in quantumin quantum
mechanicsmechanics..

•• We can therefore transfer many resultsWe can therefore transfer many results
(Gerald (Gerald Folland Folland : : Harmonic Analysis Harmonic Analysis inin
Phase Phase SpaceSpace, Vladimir , Vladimir KisilKisil, , etcetc.)..).

•• In In particularparticular, , the the Stone Stone –– Von Neumann Von Neumann
theoremtheorem implies that every irreducible implies that every irreducible
unitary representation unitary representation in an Hilbert in an Hilbert spacespace
which is which is not trivial on not trivial on the center the center ZZ  isis
equivalent equivalent to a to a SchrSchrödingerödinger
representationrepresentation  ::

with with f f ((tt) ) %%  LL22((RR), ), DD =  = **//**tt  and and TT = =
multiplication by multiplication by t t ((hh  is the is the PlanckPlanck
constant).constant).



Coherent Coherent states states and harmonicand harmonic
analysis analysis on Lie groupson Lie groups

•• The natural context The natural context of signal of signal analysis analysis inin
natural natural vision vision is therefore that is therefore that of of coherentcoherent
statesstates. . We We havehave
–– An Hilbert An Hilbert spacespace

–– A (A (locally locally compact) Lie group compact) Lie group GG acting on  acting on H
via an irreducible unitary representation (..

–– A A well localized well localized ««  mothermother  » » waveletwavelet

•• Coherent Coherent statestate  ==  GG-orbit-orbit

•• Harmonic analysis Harmonic analysis of a signal of a signal ff  ::

withwith



•• The The Gabor Gabor transformtransform  corresponds to corresponds to thethe
analysisanalysis

with the synthesiswith the synthesis

•• The coherent The coherent states arestates are

•• For For classical classical waveletswavelets, , the coherent the coherent statesstates
areare

and and must must satisfy the satisfy the admissibility admissibility conditioncondition

•• The synthesis is given The synthesis is given by by Calderon identityCalderon identity
withwith



•• Coherent Coherent states states enable enable to to represent represent aa
signal signal ff  %%  HH  by   by its transformits transform

•• It is what is done It is what is done by V1, by V1, the               beingthe               being
the measure the measure of of ff by  by the receptive the receptive profilesprofiles
!!gg..

An application :An application :
Kanizsa illusory Kanizsa illusory contourscontours

•• A A typical example typical example of of the problems the problems ofof
neurogeometry is given neurogeometry is given by by well knownwell known
Gestalt Gestalt phenomena such phenomena such as as KanizsaKanizsa
illusory illusory contours.contours.

•• The visual The visual system (V1 system (V1 with probablywith probably
some some feedback feedback from from V2) V2) constructs veryconstructs very
long range long range sharp virtual sharp virtual contours.contours.



•• In the neon effect,In the neon effect,  virtual boundaries arevirtual boundaries are
boundaries for the diffusion of color.boundaries for the diffusion of color.



•• Kanizsa Kanizsa subjective modal contourssubjective modal contours
manifest manifest a a deep neurophysiologicaldeep neurophysiological
phenomenonphenomenon..

•• Here is Here is a a result result of Catherine of Catherine Tallon-BaudryTallon-Baudry
in «in «  Oscillatory Oscillatory gamma gamma activity activity in in humanshumans
and its role and its role in in object representationobject representation  »»
((Trends in Cognitive ScienceTrends in Cognitive Science, 3, 4, 1999)., 3, 4, 1999).

•• Subjects Subjects are are presented with coherentpresented with coherent
stimuli (stimuli (illusory and illusory and real triangles)real triangles)
««  leading leading to a to a coherent coherent percept percept through through aa
bottom-up feature binding processbottom-up feature binding process  ».».



•• ««  TimeTime––frequency frequency power of power of the the EEG EEG atat
electrode electrode Cz (Cz (overall average overall average of 8of 8
subjectssubjects), in ), in response response to to the illusorythe illusory
triangle (top) triangle (top) and and to to the no-trianglethe no-triangle
stimulus (stimulus (bottombottom  ».».

•• ««  Two Two successive successive bursts bursts of of oscillatoryoscillatory
activities were observedactivities were observed..
–– A A first burst at first burst at about 100 ms about 100 ms and and 40 Hz. 40 Hz. ItIt

showed showed no no difference between difference between stimulus types.stimulus types.

–– A second A second burst around burst around 280 ms 280 ms and and 30-60 Hz.30-60 Hz.
It is most prominent It is most prominent in in response response to to coherentcoherent
stimuli.stimuli. » »



Sub-Riemannian geometrySub-Riemannian geometry
and Kanizsa and Kanizsa contourscontours

•• The contact structure The contact structure !!    defines defines sub-sub-
RiemannianRiemannian metrics on  metrics on VV..

•• One considers metrics One considers metrics gg!!  defined only ondefined only on
the planes of the planes of !!  and only curves and only curves && in  in VV
which are which are integral curvesintegral curves of  of !!..

•• We apply sub-Riemannian geometry We apply sub-Riemannian geometry toto
the analysis the analysis of of curved Kanizsa illusorycurved Kanizsa illusory
contours (contours (the sides the sides of of the internal the internal anglesangles
of of the pacmen the pacmen are not are not alignedaligned).).



•• Shimon Shimon Ullman Ullman (1976) (1976) introduced the ideaintroduced the idea
of of variational variational modelsmodels..
««  A network A network with the with the local local property property of of trying trying toto

keep the keep the contours contours “ “ as straight as possibleas straight as possible ” ”
can produce curves possessing the can produce curves possessing the globalglobal
property property of of minimizing minimizing total total curvaturecurvature.. » »

•• Horn (1983) Horn (1983) introduced the curves introduced the curves of leastof least
energyenergy..

•• David David Mumford Mumford (1992) (1992) used used elasticaelastica::
««  Elastica and Elastica and Computer VisionComputer Vision » »,,
Algebraic Geometry and Algebraic Geometry and ApplicationsApplications,,
Springer.Springer.

Elastica Elastica are are curves minimizing the integralcurves minimizing the integral
of of the the square of square of the curvature the curvature +,+, i.e.  i.e. thethe
energyenergy

EE  ==  " (" (,+,++-+-))22dsds



•• For For natural natural vision, vision, we we have have developped developped aa
slightly different variational slightly different variational model model usingusing
the sub-Riemannian geometry associatedthe sub-Riemannian geometry associated
to to the the contact structure.contact structure.

•• Two pacmen Two pacmen of respective of respective centers centers aa  and and bb
with with a a specific specific aperture angle aperture angle define twodefine two
contact contact elements elements ((aa,,  pp) ) and and ((bb,,  qq) of ) of VV..

•• A A KK-contour interpolating between -contour interpolating between ((a,a,  pp))
and and ((b,b,  qq) ) isis
–– 1. a 1. a curve curve CC  from from aa to  to bb in  in RR  with with tangent tangent pp  atat

aa  and and tangent tangent qq  at at bb;;

–– 2. a 2. a curve minimizing curve minimizing an an "energy" "energy" ((variationalvariational
problemproblem).).



•• We We lift lift the problem the problem in in VV. . We We must must find find in in VV
a a curve curve &&  interpolating between interpolating between ((a,a,  pp) ) andand
((b,b,  qq) in) in V V, , wich is at the same wich is at the same time:time:
–– 1. "as straight as possible", 1. "as straight as possible", that is "geodesic" that is "geodesic" ;;

–– 2. an 2. an integral curve integral curve of of the the contact structure.contact structure.

•• In In general general &&  will will not not be be a straight linea straight line
because because it will it will have to have to satisfy thesatisfy the
Frobenius Frobenius integrability integrability condition.condition.

•• It is "geodesic" only It is "geodesic" only in in the the class of class of integralintegral
curves curves of of the the contact structure.contact structure.

•• We We have to have to solve constrained Euler-solve constrained Euler-
Lagrange equations Lagrange equations for for satisfying thesatisfying the
condition of minimal condition of minimal lengthlength..

•• This This is is a a typical problem typical problem of of sub-sub-
Riemannian geometryRiemannian geometry..



•• Let Let vv and  and v'v'  be 2 points of be 2 points of VV. We define. We define
their distance their distance dd!!((vv,,v'v') as the ) as the infinf  of the of the gg!!--
length length of the integral curves joining of the integral curves joining vv to to
v'v'..

•• It can be shownIt can be shown – –  Chow theoremChow theorem  –– that that
such curves always exist due to the factsuch curves always exist due to the fact
that the Lie brackets of that the Lie brackets of !! generate the generate the
whole tangent bundle whole tangent bundle TVTV..



•• A A geodesicgeodesic between  between vv and  and v'v'  for the sub-for the sub-
Riemannian metric is then an integralRiemannian metric is then an integral
curve of curve of !! which realizes everywhere which realizes everywhere
locally the distance locally the distance dd!!..

SR SR geometry and geometry and contactcontact
structuresstructures

•• One of One of the specificity the specificity of of sub-Riemanniansub-Riemannian
geometry is that there can be geometry is that there can be manymany
geodesics geodesics ((even even an an infinityinfinity) ) sharing thesharing the
same same initial conditions.initial conditions.

•• There exists There exists a a quite good theory quite good theory for for sub-sub-
Riemannian geometry Riemannian geometry of of contactcontact manifold, manifold,
especially especially in dimension 3.in dimension 3.



•• In In particularparticular, for , for the the 1-form1-form

  %%    ==  ––  sin(sin(""))dx dx ++  cos(cos(""))dydy

and the metric making and the metric making {{XX11, , XX22, , XX33}}

an an orthonormal orthonormal basis, basis, the problem the problem hashas
been been recently solved recently solved by by Andrei Andrei AgrachevAgrachev
and and Igor Igor MoiseevMoiseev  (SISSA, Trieste)(SISSA, Trieste)..

•• They work They work in in the the fibration fibration VV  ==  RR  ##  SS11

where the Legendrian where the Legendrian lifts are solutionslifts are solutions
ofof  the the control system :control system :

•• Sub-Riemannian geodesics Sub-Riemannian geodesics are are thethe
projections on projections on RR of  of the integral curves the integral curves ofof
an an Hamiltonian Hamiltonian system on system on V.V.



•• Hamilton Hamilton equations equations in in the the cotangentcotangent
bundle bundle T*VT*V are are  ::

•• ppxx and  and ppyy  are constant. are constant. WriteWrite

((ppxx  ,,    ppyy))  ==  ))  expexp((ii**)) .  . ThenThen

and and HH  yields the first integralyields the first integral  ::

and the and the ODE for ODE for ""  ((cc  ,,  ))  and and **  are are cstcst.).)  ::



•• For For **  ==  0 (rotation invariance), 0 (rotation invariance), thethe
equations become equations become ::

•• For For )) = 1  = 1 ,  ,  !!    = = ((/2/2 –  – ""  ,,  and and µµ = 2 = 2!!  ==
(( –  – 22"" ,  , we get we get a a pendulumpendulum  equationequation

with first integralwith first integral

•• We We show show the trajectories the trajectories in in the the ((!!, , !!
..
))

plane :plane :



•• AsAs

the the system system can be integrated can be integrated via via ellipticelliptic
functionsfunctions..

•• For For the modulus the modulus 1/1/cc  <<  1 :1 :



•• For For thethe  modulus modulus 1/1/cc > 1 : > 1 :

The sub-Riemannian sphereThe sub-Riemannian sphere
of the Heisenberg groupof the Heisenberg group

•• The sub-Riemannian sphere and theThe sub-Riemannian sphere and the
wave front are more complex than thosewave front are more complex than those
of the Heisenberg group.of the Heisenberg group.

•• For the Heisenberg group, the formulasFor the Heisenberg group, the formulas
for geodesics are much simpler (R.for geodesics are much simpler (R.
BealsBeals, B. , B. GaveauGaveau, P. Greiner, A.M., P. Greiner, A.M.
VershikVershik, V.Y. , V.Y. GershkovichGershkovich) and the wave) and the wave
front can be front can be explicitely explicitely computed.computed.



•• Let Let vv  ==  ((xx11, , xx22, , tt) coordinates for ) coordinates for HH. The. The
group law is:group law is:

•• It is isomorphic to the jet spaceIt is isomorphic to the jet space
((xx,,  yy,,  pp) through the change of) through the change of
variablesvariables  ::

xx  = = xx11, , yy  ==  tt  ++  22xx11xx22, , pp  ==  44xx22..

•• The tangent vectors The tangent vectors XX11 and  and XX22
generating the contact planes generating the contact planes KKvv  areare  ::

XX11  ==  (1, 0, 2(1, 0, 2xx22), ), XX22  ==  (0, 1, (0, 1, ––22xx11).).

•• If If TT  ==  (0,0,1), [(0,0,1), [XX11,, XX22]]  == – –44TT,,
[[XX11,,  TT]]  ==  0, [0, [XX22,,  TT]]  ==  0.0.



•• Many geodesics can have the sameMany geodesics can have the same
initial conditionsinitial conditions

vv(0)(0)    ==  ((xx11(0), (0), xx22(0), (0), tt(0))(0))

vv
..
(0)(0)    ==  ((xx

..
11(0), (0), xx

..
22(0), (0), tt

..
(0)) .(0)) .

•• In the Hamiltonian formalism, initialIn the Hamiltonian formalism, initial
conditions are no longer defined byconditions are no longer defined by
tangent vectors but by cotangent vectorstangent vectors but by cotangent vectors

++(0)(0)    ==  ((&&11(0), (0), &&22(0), (0), ""(0))(0))



•• Geodesics are projections on Geodesics are projections on RR33 of of
Hamiltonian trajectories of anHamiltonian trajectories of an
Hamiltonian Hamiltonian HH defined on the cotangent defined on the cotangent
bundle bundle T *T *RR33 . .

•• They define an exponential map whichThey define an exponential map which
can be expressed in the following way.can be expressed in the following way.
LetLet        vv  %%  RR33 and  and CCvv  the the submanifold submanifold ofof
TTvv  **RR3 3 of energy of energy HH = 1/2. = 1/2.

•• TTvv  **RR3 3 is isomorphic to is isomorphic to RR  ##CCvv  and theand the
exponential is the map exponential is the map EEvv  : : RR  ##CCvv  $$  RR33

which associates to (which associates to (ss, , ++) the projection) the projection
of the end at time = 1 of the of the end at time = 1 of the HH-trajectory-trajectory
starting at (starting at (ss, , ++) .) .



•• The problem is that The problem is that EEvv  has has singularitiessingularities..

•• SphereSphere  SS((vv, , rr) = { ) = { ww :  : dd((vv, , ww) = ) = rr }. }.

•• Wave frontWave front  WW((vv, , rr) = { ) = { ww :  : ..  a geodesica geodesic
// :  : vv  $$  ww of length  of length rr }. }.

•• Cut locusCut locus of  of vv =  = { { ww :  : ww end point of a end point of a
geodesic   geodesic   // :  : vv  $$  ww which is no longer which is no longer
globallyglobally minimizing }. minimizing }.

•• Conjugate locusConjugate locus of  of vv =  = causticcaustic =  = ,,vv = =
{ singular locus of{ singular locus of  EEvv  }.}.

•• The geodesics are the projections of theThe geodesics are the projections of the
trajectories associated to the Hamiltoniantrajectories associated to the Hamiltonian

(as (as HH is independent of  is independent of tt, , "" is constant) is constant)
and their equations from (0,and their equations from (0,  0,0,  0) to0) to

                                                                                                                    areare



•• We haveWe have

withwith





•• This structure of geodesics implies thatThis structure of geodesics implies that
the sub-Riemannian sphere the sub-Riemannian sphere SS and the and the
wave front wave front WW are rather strange. are rather strange.

•• We show first their section in oneWe show first their section in one
quadrant, then their entire structure.quadrant, then their entire structure.
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Sub-Riemannian caustics ofSub-Riemannian caustics of
contact structurescontact structures

•• A. A. AgrachevAgrachev, Gauthier and , Gauthier and ZakalyukinZakalyukin
gave the normal forms of genericgave the normal forms of generic
caustics of sub-Riemannian metric oncaustics of sub-Riemannian metric on
contact structures in contact structures in RR33..



•• There exists There exists normal coordinatesnormal coordinates w.r.t. w.r.t.
which  the Hamiltonian which  the Hamiltonian HH writes as a writes as a
deformationdeformation of the Heisenberg case of the Heisenberg case

where where **((xx11, , xx22, , tt) and ) and --((xx11, , xx22, , tt) satisfy) satisfy
the boundary conditions the boundary conditions **(0, 0, (0, 0, tt) = 0,) = 0,
--(0, 0, (0, 0, tt) = 1, ) = 1, 00x,y x,y --(0, 0, (0, 0, tt) = 0) = 0  ..

•• At 0, At 0, ** =  = -- =  = xx11 =  = xx22 = 0 and  = 0 and -- = 1 and = 1 and

so, so, HH = 1/2 implies = 1/2 implies

•• For Heisenberg, the caustic For Heisenberg, the caustic ,, is the  is the tt--
axisaxis..



•• For the generic case it is, in the new variablesFor the generic case it is, in the new variables
zz =  = xx11 +  + i xi x22 ,  , tt =  = hh22 and  and !!,, at 4th order at 4th order in  in hh

•• !!0 0 is a is a modulemodule for the  for the diffeo-equivalencediffeo-equivalence..

•• In In the following the following figure figure we see the we see the 4th 4th orderorder
approximation :approximation :

•• The intersection of the The intersection of the cuspidal cuspidal edgesedges
with the plane with the plane tt =  = hh22 is given by is given by
dzdz  / / dd!!  = 0, i.e.= 0, i.e.



Harmonic analysis and SRHarmonic analysis and SR
geometrygeometry

•• To understand correctly V1, we wouldTo understand correctly V1, we would
have to correlate harmonic analysis andhave to correlate harmonic analysis and
sub-Riemannian geometry, and insub-Riemannian geometry, and in
particular investigate the sub-ellipticparticular investigate the sub-elliptic
Laplacian Laplacian and the heat kernel.and the heat kernel.

•• For the Heisenberg group, there areFor the Heisenberg group, there are
works of R. works of R. BealsBeals, B. , B. GaveauGaveau, P., P.
Greiner, D-Ch Chang.Greiner, D-Ch Chang.

•• The problem is rather difficult since thereThe problem is rather difficult since there
are cut points in every neighborhood ofare cut points in every neighborhood of
each point and the classical analysis ofeach point and the classical analysis of
heat equation fails at these singularheat equation fails at these singular
points (B. points (B. GaveauGaveau, IHP, 26-10-2005)., IHP, 26-10-2005).



Scale-space and Scale-space and symplecticsymplectic
structuresstructures

•• The contact structure of The contact structure of VV is defined as is defined as
the kernel field of the 1-form the kernel field of the 1-form %%  ..

•• But this field is only defined But this field is only defined up to a scaleup to a scale
factorfactor  ss     = = ee##  , , %%   and and ss%%  having the samehaving the same
kernelskernels..

•• It is therefore natural to It is therefore natural to enlargeenlarge the 3 the 3
dimensional contact space dimensional contact space VV  ==  RR22  x S1 to to
the 4 dimensional space the 4 dimensional space GG  ==  RR22  x S1  xx R
with coordinates (with coordinates (xx,,  yy,,  "",,  ##).).

•• GG  is the is the affine group of affine group of the the plane plane and itsand its
invariant basis invariant basis is nowis now

 the  the invariant 1-form invariant 1-form being nowbeing now



•• dd%%  is the symplectic is the symplectic 2-form on 2-form on GG

deduced deduced via via left left translations translations from thefrom the
canonical canonical symplectic symplectic 2-form 2-form at at 00

•• IndeedIndeed, , the translated the translated of  of  dxdx and  and dydy  areare

andand

•• dd%%  can be writen using can be writen using an an antisymmetricantisymmetric
matrix matrix BB

••               is is   positive positive definite definite 
and  we can therefore considerand  we can therefore consider



•• ThenThen,,     satisfies satisfies J J 22 =  = ––II

and defines and defines   a a complex complex structurestructure

•• If If we define we define a new a new scalar product scalar product byby

thenthen

•• The The planes { planes { XX11, , XX2 2 } } and and { { XX33, , XX4 4 } are} are
complex complex planesplanes, on , on which which JJ  acts acts asas
multiplication by multiplication by ii..



Harmonic analysis andHarmonic analysis and
symmetry symmetry axisaxis

•• We can apply this We can apply this to to the mother  waveletthe mother  wavelet

and and look look at the associatated coherentat the associatated coherent
state.state.

•• Let Let CC  be be a a closed closed boundary in boundary in RR  andand
aa = ( = (xx, , yy) a point ) a point inside inside CC..

•• Citti-SartiCitti-Sarti  : : If If we we look look at the at the maximalmaximal
responsesresponses  of of the receptive the receptive profilesprofiles
centered at centered at aa, , and and if if cc  is the nearest is the nearest pointpoint
of of CC relative to  relative to aa,  ,  then then 

and and is the is the direction of direction of CC  at at cc..

•• We can therefore We can therefore liftlift  RR to a  to a surfacesurface  ,, in  in GG



•• The The tangent vecteur tangent vecteur over over aa = ( = (xx, , yy))

isis parallel  parallel to to CC  at at cc  which is at which is at minimalminimal
distance distance and thereforeand therefore, as a , as a derivativederivative,,
satisfiessatisfies



•• The The tangent tangent vector vector over over aa = ( = (xx, , yy))

is is orthogonal to orthogonal to CC  at at cc  and and is is constantconstant
along this along this direction. direction. ThereforeTherefore

•• NowNow, , the the tangent plane to tangent plane to 1 :1 :  
is generated is generated by by the the 2 2 vectorsvectors

•• But, But, sincesince

it is it is in in fact generated fact generated byby

•• AsAs

we see that we see that dd%%  vanishesvanishes  on on TT,, :  : ,,  is is aa
LagrangianLagrangian submanifold  submanifold of of GG..



•• The transform The transform of a of a closed closed contour contour CC by by
this coherent this coherent state state realizes therealizes the
propagation of propagation of CC via  via the the eikonal equationeikonal equation
of of geometrical optics geometrical optics ((Huyghens Huyghens oror
««  grassfiregrassfire  » model).» model).

•• The The singular singular locuslocus of  of this this propagation propagation isis
like the like the ««  symmetry symmetry axisaxis » » or « or «  medialmedial
axisaxis » »  whose role whose role in vision has beenin vision has been
strongly emphasized strongly emphasized by by many authorsmany authors
after after Harry Blum : René Thom, DavidHarry Blum : René Thom, David
MarrMarr, David , David MumfordMumford, Steve , Steve ZuckerZucker,,
James James DamonDamon, Benjamin , Benjamin KimiaKimia, , etcetc..

•• MA of a rectangleMA of a rectangle

•• MA of an ellipse MA of an ellipse computed computed by A. by A. SartiSarti
using the coherent using the coherent statestate



Minimal surfaces in V1Minimal surfaces in V1
•• It seems that illusory It seems that illusory contours are in contours are in factfact

boundaries boundaries of of illusory illusory minimal surfacesminimal surfaces in in
V1.V1.

•• The theory The theory of surfaces of surfaces SS in a contact in a contact
manifold manifold endowed with endowed with a a sub-Riemanniansub-Riemannian
geometry is rather difficultgeometry is rather difficult..

•• There There are in are in general general ““characteristiccharacteristic””  pointspoints
where where S S is is tangent to tangent to the the contact plane contact plane andand
where the where the normal normal vector vector relative to  relative to  !!    is notis not
defined.defined.

•• See See Scott  Scott  Pauls Pauls : «: «  Minimal surfaces in Minimal surfaces in thethe
Heisenberg groupHeisenberg group » »..



Application to Application to spontaneousspontaneous
geometric visual geometric visual patternspatterns

•• The geometry The geometry of of the functionalthe functional
architecture of V1 architecture of V1 is is a a rich underlyingrich underlying
structure for structure for the the physicsphysics  of neural of neural activityactivity
and the and the dynamicsdynamics  of of propagating wavespropagating waves..

•• A A beautiful beautiful application of application of this concernsthis concerns
entoptic entoptic visionvision (Tyler 1978). (Tyler 1978).

•• It can be summarized by the followingIt can be summarized by the following
comparisoncomparison  ::





•• The key result is that The key result is that these morphologicalthese morphological
structures can be deduced from thestructures can be deduced from the
encoding of the functional architecture ofencoding of the functional architecture of
V1 into the Hopfield equations of a neuralV1 into the Hopfield equations of a neural
netnet..

•• Entoptic Entoptic vision concerns somevision concerns some
geometrical patterns of geometrical patterns of phosphenesphosphenes
which are perceived after  strongwhich are perceived after  strong
pressions pressions on the eyeballs (on the eyeballs (mechanichalmechanichal
stimulation), electro-magneticstimulation), electro-magnetic
stimulations (stimulations (transcranial transcranial magnetic stim.,magnetic stim.,
electrical stim. via implanted micro-electrical stim. via implanted micro-
electrodes), exposures to a violentelectrodes), exposures to a violent
flickering light, headaches, absorptions offlickering light, headaches, absorptions of
substances such as mescaline, LSD,substances such as mescaline, LSD,
psilocybin, psilocybin, ketaminketamin, some alkaloids, some alkaloids
(peyote) ((peyote) (neuropharmaco neuropharmaco stim.), or nearstim.), or near
death experiences.death experiences.



•• They are related with an increasedThey are related with an increased
abnormal excitability of the abnormal excitability of the photorecptorsphotorecptors
and of V1.and of V1.

•• They are in competition with the activityThey are in competition with the activity
coming from visual inputs (coming from visual inputs (RauscheckerRauschecker,,
2004).2004).

•• Subjects see spontaneouslySubjects see spontaneously vividely vividely
typical formstypical forms  : tunnels and funnels, spirals,: tunnels and funnels, spirals,
lattices (honeycombs, triangles), cobwebs.lattices (honeycombs, triangles), cobwebs.

•• These typical forms can operate on theThese typical forms can operate on the
drawings of any type of objects as in thedrawings of any type of objects as in the
paintings from Indian Mexican tribes.paintings from Indian Mexican tribes.

•• The The Huichol Huichol are an indigenous ethnicare an indigenous ethnic
group of Western Central Mexicogroup of Western Central Mexico that live that live
in the Sierra Madre Occidental.in the Sierra Madre Occidental.









•• ««  Such visual imagery is dynamic and theSuch visual imagery is dynamic and the
illusory contours usually explode from theillusory contours usually explode from the
center of gaze to the periphery, appearingcenter of gaze to the periphery, appearing
initially in black and white before  brightinitially in black and white before  bright
colors take over, and eventually pulsatecolors take over, and eventually pulsate
and rotate in time as the experienceand rotate in time as the experience
progressesprogresses » » (Yves  (Yves FrégnacFrégnac, , J. of J. of Physio-Physio-
ParisParis, 97, 2-3)., 97, 2-3).

•• These illusory forms were alreadyThese illusory forms were already
classified a long time ago (1928) by theclassified a long time ago (1928) by the
great neurophysiologist Heinrich great neurophysiologist Heinrich KlüverKlüver
(1897-1979) who provided many clinical(1897-1979) who provided many clinical
reports on them.reports on them.

•• Klüver Klüver was a student of Max Wertheimerwas a student of Max Wertheimer
and introduced the Gestalt psychology inand introduced the Gestalt psychology in
the United States.the United States.

•• He called the most typical formsHe called the most typical forms
planformsplanforms..



The NIMH programThe NIMH program

•• Programs at the National Institute ofPrograms at the National Institute of
Mental Health aiming at probing theMental Health aiming at probing the
neuroreceptors neuroreceptors with varied substances.with varied substances.

•• In the receptor space each substanceIn the receptor space each substance
shifts the balance of activity of the brainshifts the balance of activity of the brain
away from the origin, by a vectoraway from the origin, by a vector
representing the profile of bindingrepresenting the profile of binding
affinities at different receptors.affinities at different receptors.

–– ««  In a brain-centered reference frame, theIn a brain-centered reference frame, the
origin is based on absolute levels of activityorigin is based on absolute levels of activity
at each receptor population. The state of theat each receptor population. The state of the
brain is constantly on the move. We canbrain is constantly on the move. We can
think of it as a complex dynamical system, inthink of it as a complex dynamical system, in
which the trajectory follows high-dimensionalwhich the trajectory follows high-dimensional
orbits, and switches among manyorbits, and switches among many
"attractors"."attractors". » »

–– ««  In this dynamic reference frame, drugs willIn this dynamic reference frame, drugs will
create a perturbation along the bindingcreate a perturbation along the binding
vector, thereby pushing the system into avector, thereby pushing the system into a
new attractor. » (new attractor. » (Thomas Ray, Thomas Ray, UnivUniv. of. of
Oklahoma)Oklahoma)



Spontaneous emergence ofSpontaneous emergence of
geometric visual patternsgeometric visual patterns

Reference papersReference papers

•• The first paper on the subject was that ofThe first paper on the subject was that of
Ermentrout Ermentrout and Cowan (1979):and Cowan (1979):

««  A mathematical theory of visualA mathematical theory of visual
hallucinationshallucinations » », , BiolBiol. Cybernetics. Cybernetics, 34,, 34,
137-150.137-150.

•• Recently, the subject was completelyRecently, the subject was completely
revisited by Paul revisited by Paul BressloffBressloff, Jack Cowan,, Jack Cowan,
Martin Martin GolubitskyGolubitsky, Peter Thomas, and, Peter Thomas, and
Matthew Wiener:Matthew Wiener:

   «   «  Geometric visual hallucinations,Geometric visual hallucinations,
Euclidean symmetry and the functionalEuclidean symmetry and the functional
architecture of striate cortexarchitecture of striate cortex » », , Phil.Phil.
Trans. R. Soc. Trans. R. Soc. LondLond. B. B (2001) 356, 299- (2001) 356, 299-
330.330.



•• See also the very recent See also the very recent Bressloff'sBressloff's
Cowan's paper:Cowan's paper:

« The functional geometry of local and« The functional geometry of local and
horizontal connections in a model ofhorizontal connections in a model of
V1V1 » », , Neurogeometry Neurogeometry and Visualand Visual
PerceptionPerception (J. Petitot, J.  (J. Petitot, J. LorenceauLorenceau,,
edseds.), .), J. Physiology (Paris)J. Physiology (Paris), 97, 2-3, 221-, 97, 2-3, 221-
236.236.

Neural nets and HopfieldNeural nets and Hopfield
equationsequations

•• The authors work in the The authors work in the fibrationfibration

  ""  ::  VV  ==  RR  ##  SS11  $$  RR

   with local coordinates  (   with local coordinates  (xx, , "") () (""     ==  thethe
angle of the orientation angle of the orientation pp).).

•• Let Let aa((xx, , "", , tt) be the activity of V1. We) be the activity of V1. We
look for the PDE (partial differentiallook for the PDE (partial differential
equation) governing the evolution of equation) governing the evolution of a.a.

•• Standard Hopfield equations.Standard Hopfield equations.



•• Let Let uuii  , , ii  ==  1,1, … …,,  N N be formal neurons with activitybe formal neurons with activity
aaii((tt).).

•• If time and space are discrete, standard HopfieldIf time and space are discrete, standard Hopfield
equations are (local rules of interaction):equations are (local rules of interaction):

where where 22 is a non linear gain function (with is a non linear gain function (with
2(2(00))  ==  0)0), , hh an external input and  an external input and wwijij  the weight ofthe weight of
the connection between the connection between uuii  and and uujj..

•• If time is continuous and space discrete,If time is continuous and space discrete,
we get a system of we get a system of NN ordinary differential ordinary differential
equationsequations  ::



•• If time and space are continuous, we get aIf time and space are continuous, we get a
partial differential equationpartial differential equation  ::

•• The authors use the following HopfieldThe authors use the following Hopfield
equation :equation :

    where                        is the weight of the    where                        is the weight of the
connection between the neuron connection between the neuron vv  ==    ((xx, , ""))
and the neuron and the neuron v´v´  ==    ((xx´́, , ""´́), ), $$ a a
parameter of decay and parameter of decay and µµ a parameter of a parameter of
excitability of V1.excitability of V1.



•• The increasing of The increasing of µµ models an increasing models an increasing
of the excitability of V1 due  to the actionof the excitability of V1 due  to the action
of the substances on the nuclei (locusof the substances on the nuclei (locus
coeruluscoerulus, , raphéraphé) which produce) which produce
neurotransmitters such as serotonin orneurotransmitters such as serotonin or
noradrenalin.noradrenalin.

Encoding the functional architecture inEncoding the functional architecture in
the synaptic weightsthe synaptic weights

•• The local vertical connections inside aThe local vertical connections inside a
single single hypercolumn hypercolumn yield a term:yield a term:

where where 33 is a  is a Dirac Dirac function imposingfunction imposing

xx =  = xx´́



•• The lateral horizontal connections betweenThe lateral horizontal connections between
different different hypercolumns hypercolumns yield a term:yield a term:

where the factorwhere the factor

      

imposes imposes ""   = = ""´ ´ and expresses the fact that theand expresses the fact that the
horizontal horizontal cortico-cortical cortico-cortical connections connectconnections connect
coaxial pairs.coaxial pairs.

•• Moreover, the Moreover, the coaxialitycoaxiality

is expressed by the fact thatis expressed by the fact that

where where ee""    is the unit vector in the directionis the unit vector in the direction
""..



•• As the weights As the weights ww are  are EE(2)-invariant under(2)-invariant under
the the roto-translation roto-translation group of motions ofgroup of motions of
the plane the plane EE(2), the PDE is itself (2), the PDE is itself EE(2)(2)--
equivariant equivariant if if hh  ==  0.0.

•• The The EE(2) action is given by(2) action is given by

•• The action on the activity function The action on the activity function aa is is  ::

and on the synaptic weights isand on the synaptic weights is  ::



Dynamically emerging morphologies andDynamically emerging morphologies and
bifurcationsbifurcations

•• We suppose that there exist We suppose that there exist no externalno external
inputinput, that is , that is hh  ==  0. For  0. For  µµ  ==  0, the state0, the state
aa  44   0 is trivially the state of the network0 is trivially the state of the network
and it is stable (you see nothing in aand it is stable (you see nothing in a
black room).black room).

•• aa  44   00    is the ground state.is the ground state.



•• Now, the analysis of the PDE shows that,Now, the analysis of the PDE shows that,
as the parameter as the parameter µµ increases, this initial increases, this initial
activation state activation state aa  44   0 can become unstable0 can become unstable
and bifurcate for and bifurcate for critical valuescritical values  µµcc   of of µµ..

•• The new stable activation states presentThe new stable activation states present
spatial patterns generated by an spatial patterns generated by an EE(2)(2)
symmetry breaking.symmetry breaking.

•• The bifurcations can be analyzed usingThe bifurcations can be analyzed using
classical methods:classical methods:
–– Linearization of the PDE near the solutionLinearization of the PDE near the solution

aa  44   0  and the critical value 0  and the critical value µµcc..
–– Spectral analysis of the Spectral analysis of the linearized linearized equation.equation.
–– Computation of its eigenvectorsComputation of its eigenvectors

((eigenmodeseigenmodes).).

•• Here are some examples of Here are some examples of eigenmodeseigenmodes..



•• Spectral analysis of the PDESpectral analysis of the PDE..
–– After having After having linearized linearized the PDE around thethe PDE around the

trivial solution trivial solution aa  44   0 we look at solutions of the0 we look at solutions of the
formform  ::

aa((xx,,  "",,  tt))  ==  ee55tt  aa((xx,,  ""))

When When µµ  ==  0, 0, ..  == –  – $ $ and the solution isand the solution is
aa((xx,,  "",,  tt))  ==  ee(,(,tt  aa((xx,,  ""))..

–– The solutions are stationary only if The solutions are stationary only if ..  ==  0.0.
Otherwise they decay (Otherwise they decay (..  <<  0) or diverge (0) or diverge (..  >>  0)0)
exponentially.  In that case saturation imposedexponentially.  In that case saturation imposed
by the non linear gain function stabilizes them.by the non linear gain function stabilizes them.



•• We get an equation for the We get an equation for the eigenvalues eigenvalues ..
of the formof the form  ::

where where ** is a constant measuring the is a constant measuring the
relative strength of the vertical andrelative strength of the vertical and
horizontal connections.horizontal connections.

•• Using Fourier series of Using Fourier series of aa, , wwlocloc  and and wwlatlat  forfor
the periodic variable the periodic variable ""  and  Fourierand  Fourier
transforms for the spatial variable transforms for the spatial variable xx, and, and
identifying the coefficients of the terms ofidentifying the coefficients of the terms of
the two sides of the equation we getthe two sides of the equation we get
dispersion relationsdispersion relations of the form of the form

..  = = – – $$  ++  µµFF( )( )

where where FF is a function of the Fourier is a function of the Fourier
coefficients.coefficients.

•• ..  = 0 yields equations for critical = 0 yields equations for critical µµ..



•• For For µµ  ==  0, 0, ..  = = – – $$. . When When µµ  increases, increases, ..
willwill  vanish for a certain vanish for a certain FF((WWlocloc,n,n, , WWlatlat((qq))))
(where (where WWlocloc,n,n and  and WWlatlat((qq) are Fourier) are Fourier
coefficients) and a certain critical value coefficients) and a certain critical value µµcc..

•• The bifurcation activates theThe bifurcation activates the
corresponding terms in the Fourier seriescorresponding terms in the Fourier series
and transforms. Hence the and transforms. Hence the eigenmodeseigenmodes..

•• SymmetriesSymmetries imply very strong constraints. imply very strong constraints.

•• Solutions of Solutions of the formthe form  : plane : plane wave wave ofof
wave vectorwave vector

modulated modulated by a phase by a phase functionfunction

LetLet

be the be the Fourier Fourier series series of of uu  and and wwlocloc



•• Symmetries imply Symmetries imply uu  even and even and UU-n-n  ==  UUnn or or
uu  odd and odd and UU-n-n  ==  UUnn

••  Dispersion relations Dispersion relations  ::

•• They imply typical forms They imply typical forms for for u u ((see textsee text).).

•• When When µµ crosses  crosses the critical the critical µµcc, , somesome
eigenmodes eigenmodes are are activated and we getactivated and we get
solutions solutions likelike  ::

•• ProblemProblem  : : infinite degree infinite degree of of degeneracy degeneracy ..
The The dispersion relations dispersion relations depend only depend only onon
).). All  All the wave vectors the wave vectors kk  sharing thesharing the
same critical same critical module module ))cc  become unstablebecome unstable
togethertogether..

•• Main Main hypothesishypothesis..



•• This This hypothesis is absolutely hypothesis is absolutely not not evidentevident
((BennequinBennequin) as ) as lines lines in V1 do notin V1 do not
correspond to correspond to lines lines in in the visual field the visual field ((seesee
belowbelow).).



•• SolutionsSolutions

•• We can work directly We can work directly on on the the coefficientscoefficients
ccii

•• Example Example of of the the square. square. &&  is the is the rotationrotation
of of ((/2 /2 and and //  is the reflectionis the reflection

kk11$$  kk11, , kk22  $$  ––kk22, , ""  $$  ––""..









Patterns as virtual retinalPatterns as virtual retinal
imagesimages

•• The last step is to reconstruct fromThe last step is to reconstruct from
eigenmodes eigenmodes in V1, corresponding virtualin V1, corresponding virtual
retinal images.retinal images.

•• For that, we must take into account theFor that, we must take into account the
retinotopic retinotopic conformal mapconformal map mapping the mapping the
retina on V1.retina on V1.



•• The first model was a monopole modelThe first model was a monopole model

Log(z+a)Log(z+a)

•• A better model is a dipole model (EricA better model is a dipole model (Eric
Schwartz, 1994), for instanceSchwartz, 1994), for instance

Log[(Log[(zz+0.333)/(+0.333)/(zz+6.66)].+6.66)].

•• A better model is a wedge-dipole modelA better model is a wedge-dipole model
for V1, V2, and V3for V1, V2, and V3

Log[(Log[(ww((zz)+a)/()+a)/(ww((zz)+b)])+b)]

where where ww((zz) wedges the argument.) wedges the argument.

•• LeftLeft  G : G : human human V1-V2-V3 (Horton & V1-V2-V3 (Horton & HoytHoyt
1991).1991).

•• RightRight  H : fit H : fit with with a a wedge-dipole wedge-dipole modelmodel
(Schwartz 2002).(Schwartz 2002).



•• Lines in V1 correspond to spiral on theLines in V1 correspond to spiral on the
retina.retina.

•• If we apply the If we apply the inverseinverse of the conformal of the conformal
map to the map to the eigenstates eigenstates of the PDE we getof the PDE we get
quite exact models of  quite exact models of  Klüver's planformsKlüver's planforms..

•• Klüver's planforms Klüver's planforms are isomorphic toare isomorphic to
eigenmodes eigenmodes of the bifurcated solution ofof the bifurcated solution of
the neural network in the synaptic weightsthe neural network in the synaptic weights
of which the functional architecture of V1 isof which the functional architecture of V1 is
encoded.encoded.







E(2) invarianceE(2) invariance
•• The The contact structure contact structure is is invariantinvariant  under theunder the

action of action of the Euclidean the Euclidean group group EE(2) of (2) of rigidrigid
motions in motions in the the plane :plane :

      EE(2) (2) is the semi-direct product is the semi-direct product of of thethe
orthogonal group orthogonal group OO(2) (2) and the and the translationtranslation
group group RR22..

E(2) =O(2)+
•
R 2

•• Let (Let ($$,,rr!!) an ) an element element of of EE(2). ((2). ($$,,  rr!!) ) actsacts
on a point on a point aa of  of RR by by

(($$,,  rr!!)()(aa))  ==  $$+ + rr!!((aa))

•• If (If ($$,,  rr!!) ) and and ((**,,  rr'') are 2 ) are 2 elements elements of E(2),of E(2),
their their (non commutative) (non commutative) product is givenproduct is given
by by the the formula:formula:

((**,,  rr'') ) ºº ( ($$,,  rr!!))  ==  ((* * + + rr''(($$)),,  rr''+!+!))



•• The The rotationrotation  rr!! acts  acts on on the the fibration fibration VV by by

rr!!((aa,,'')= ()= (rr!!((aa),),''++!!))

•• This This particular form particular form of action expressesof action expresses
the fact that the the fact that the alignement of alignement of preferentialpreferential
directions directions is is invariant.invariant.
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Moving framesMoving frames
•• In In factfact,  ,  the the ““goodgood”” fibration to use  fibration to use wouldwould

be the be the principal bundleprincipal bundle on  on the the basebase
space space RR  associated associated to to the the invarianceinvariance
Euclidean Euclidean group group EE(2). This (2). This would lead would lead usus
to Elie Cartanto Elie Cartan ’ ’s s moving frame methodmoving frame method..

•• We can think that We can think that EE(2) (2) is neurallyis neurally
implemented implemented if if we take into account we take into account areasareas
V1 V1 and and V2 V2 and the fact that when and the fact that when anan
element element of contour of contour is activated it is alsois activated it is also
the the case for case for the the orthogonal direction.orthogonal direction.

•• The The translations of translations of EE(2) (2) can becan be
kinesthesicallykinesthesically interpreted interpreted: : the motorthe motor
control of vision control of vision allows allows a change of a change of movingmoving
frame frame ((see see A. A. BerthozBerthoz).).



Contact structure Contact structure and and Lie groupLie group
structurestructure

•• The contact structure of The contact structure of VV  ==  JJ11RR can be can be
recovered as a recovered as a translation-invarianttranslation-invariant
structure in an appropriate Lie group.structure in an appropriate Lie group.

••  Indeed, let us define a product in  Indeed, let us define a product in VV by the by the
formula:formula:

((xx,,  yy,,  pp).().(x'x',,  y'y',,  p'p'))  ==  ((x+x+x'x',,  y+y+y'y'++px'px',,  p+p+p'p'))

(0,(0,  0,0,  0) 0) is the is the 0 0 element andelement and
((––xx,, – –y+y+pxpx,, – –pp) ) the the opposite of (opposite of (xx,,  yy,,  pp).).

•• The Lie algebra of The Lie algebra of VV is the vector space is the vector space
vv    ==  TT00VV endowed with the Lie bracket endowed with the Lie bracket

[ [ t,t,  t't'] =[(] =[(&, ', (),),  ((&', '', (')])]  ==  (0,(0,  &'(  --&  (',,  0).0).







Application to Application to the the association association fieldfield
•• The The Frobenius Frobenius integrability integrability condition condition is is aa

geometrical geometrical formulation of formulation of the the Gestalt Gestalt lawlaw
of of ““good good continuationcontinuation”” (J-M.  (J-M. MorelMorel, Y., Y.
FrégnacFrégnac, S. , S. MallatMallat) .) .

•• Its empirical counterpart Its empirical counterpart has been has been studiedstudied
psychophysically psychophysically by David Field, Anthonyby David Field, Anthony
Hayes Hayes and and Robert Hess Robert Hess and explained and explained viavia
the the concept of concept of association association fieldfield..

•• Let (Let (aaii,,  ppii) ) be be a set of segments a set of segments embeddedembedded
in a background of in a background of distractorsdistractors. . TheThe
segments segments generate generate a a perceptively salientperceptively salient
curve curve (pop-out) (pop-out) iff the iff the ppii are  are tangenttangent to  to thethe
curve curve CC  interpolating between the interpolating between the aaii..



•• This This is is due to due to the fact that the the fact that the activation ofactivation of
a simple a simple cell detecting cell detecting a pair (a pair (aa,,  pp))
prepreactivatesactivates, via , via the the horizontal horizontal corticocortico--
cortical connections, cortical connections, cells cells ((bb,,  qq) ) with with bb
roughly aligned with roughly aligned with aa in  in the the direction direction pp
and and qq close to  close to pp. This . This is exactly is exactly a a discretediscrete
versionversion of  of the integrability the integrability condition.condition.



Preactivation of a cell (c,p)

ca b

–– ««  Elements Elements are are associated according associated according to jointto joint
constraints constraints of position of position and and orientation.orientation. » »

–– ««  The The orientation of orientation of the elements is locked the elements is locked toto
the the orientation of orientation of the paththe path; a ; a smooth curvesmooth curve
passing passing through the through the long axis long axis can be drawncan be drawn
between any two between any two successive successive elementselements.. » »

•• This This is is a a psychophysical psychophysical formulation of formulation of thethe
integrability integrability condition.condition.



•• TheThe pop-out of  pop-out of the the globalglobal  curve generatedcurve generated
by by the the ((aaii,,  ppii) ) is is a a typical typical translocaltranslocal
phenomenon resulting from phenomenon resulting from a a bindingbinding
induced induced by by the cothe co-activation.-activation.

•• Binding is Binding is a a wave wave of activation of activation alongalong
horizontal connections horizontal connections which synchronizeswhich synchronizes
the cells the cells (Singer, Gray, (Singer, Gray, KönigKönig).).

Scale-space and Scale-space and symplecticsymplectic
structuresstructures

•• We have seen in the introduction that it isWe have seen in the introduction that it is
relevant to introduce a relevant to introduce a scalescale factor. Its factor. Its
natural interpretation is that the receptivenatural interpretation is that the receptive
profiles of the visual neurons are of theprofiles of the visual neurons are of the
form form DGDG (with  (with DD a differential operator) a differential operator)
and a Gaussian and a Gaussian GG defines a scale. defines a scale.



•• When the resolution becomes infinite andWhen the resolution becomes infinite and
GG becomes a  becomes a Dirac Dirac distribution it seemsdistribution it seems
that the concept of scale becomesthat the concept of scale becomes
irrelevant. But it is not the case.irrelevant. But it is not the case.

•• Indeed, the contact structure of Indeed, the contact structure of VV  ==  JJ11RR
is defined as the kernel fieldis defined as the kernel field
vv  ==  ((xx,,  yy,,  pp))  $ KKvv  of the 1-formof the 1-form
))  ==  dydy––pdxpdx..

•• But this field is only defined But this field is only defined up to a scalarup to a scalar
factorfactor,  ,  ) ) and and ##))  having the samehaving the same
kernels.kernels.

•• It is therefore natural to It is therefore natural to enlargeenlarge the 3 the 3
dimensional space dimensional space VV  ==  RR22  xR  to the 4to the 4
dimensional space dimensional space SS  ==  RR22  x R  xx R  ++ with with
coordinates (coordinates (xx,,  yy,,  pp,,  ##).).







The sub-Riemannian sphereThe sub-Riemannian sphere
of the Heisenberg groupof the Heisenberg group

•• Sub-Riemannian geometry is notSub-Riemannian geometry is not
intuitive. To illustrate it, we haveintuitive. To illustrate it, we have
computed the sub-Riemannian sphere ofcomputed the sub-Riemannian sphere of
the Heisenberg group which isthe Heisenberg group which is
isomorphic to the jet space.isomorphic to the jet space.

•• We used explicit formulas for geodesicsWe used explicit formulas for geodesics
due to R. due to R. BealsBeals, B. , B. GaveauGaveau, P. Greiner,, P. Greiner,
A. A. AgratchevAgratchev, A.M. , A.M. VershikVershik, V.Y., V.Y.
GershkovichGershkovich..



•• Let Let vv  ==  ((xx11, , xx22, , tt) coordinates for ) coordinates for HH. The group. The group
law is:law is:

•• It is isomorphic to the jet space (It is isomorphic to the jet space (xx,,  yy,,  pp) through) through
the change of variablesthe change of variables  ::

xx  = = xx11, , yy  ==  tt+2+2xx11xx22, , pp  ==  44xx22..

•• The tangent vectors The tangent vectors XX11 and  and XX22 generating the generating the
contact planes contact planes KKvv  areare  ::

XX11  ==  (1, 0, 2(1, 0, 2xx22), ), XX22  ==  (0, 1, (0, 1, ––22xx11).).

•• If If TT  ==  (0,0,1), [(0,0,1), [XX11,, XX22]]  == – –44TT, [, [XX11,,  TT]]  ==  0,0,
[[XX22,,  TT]]  ==  0.0.



•• The Hamiltonian isThe Hamiltonian is  ::

and the equations of geodesics fromand the equations of geodesics from
(0,(0,  0,0,  0) to0) to

•• We haveWe have

withwith





•• This structure of geodesics implies thatThis structure of geodesics implies that
the sub-Riemannian sphere the sub-Riemannian sphere SS and the and the
wave front are rather strange.wave front are rather strange.

•• We show first their section in oneWe show first their section in one
quadrant, then their entire structure.quadrant, then their entire structure.
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•• The dynamics of NAThe dynamics of NA++,,  KK++, Ca, Ca++++, , ClCl--  ionsions
accross accross the ionic channels of thethe ionic channels of the
membrane defines a rest potential (RP)membrane defines a rest potential (RP)
VV ! !  ––7575  mVmV

•• The respective equilibrium potential (EP)The respective equilibrium potential (EP)
of ions areof ions are  ::

NANA++  = += +6262  mV,mV,
KK++  = = ––8080  mVmV,,
CaCa++++  = = +123+123  mVmV,,
ClCl--  = = ––6565  mV.mV.



•• A A depolarizationdepolarization increases RP. When it increases RP. When it
crosses the threshold of crosses the threshold of ––4545  mV themV the
neuron neuron ““firesfires”” and emits a spike (action and emits a spike (action
potential) which propagates along thepotential) which propagates along the
axon.axon.

•• There is a positive feedback ofThere is a positive feedback of
depolarization on the (fast) aperture ofdepolarization on the (fast) aperture of
NANA++ channels and RP increases channels and RP increases
catastrophically up tocatastrophically up to  +60+60  mV (mV (!! EP of EP of
NANA++  ).).

•• Afterwards, Afterwards, NANA++ channels are channels are
inactivated.inactivated.

•• But this strong depolarization opens theBut this strong depolarization opens the
(slow) (slow) KK++    channels and the membrane ischannels and the membrane is
repolarized repolarized and returns to the RP after aand returns to the RP after a
period of period of hyperpolarization hyperpolarization ((––8585  mV mV !! EP EP
of of   KK+ + ))  ..

•• Equations of Hodgkin & Huxley (1952,Equations of Hodgkin & Huxley (1952,
Nobel Prize 1963).Nobel Prize 1963).

•• Dynamical analysis by C. Dynamical analysis by C. ZeemanZeeman
(1972).(1972).



•• Spikes and Spikes and subthreshold subthreshold membranemembrane
activity determine the neural coding.activity determine the neural coding.
–– Rate coding,Rate coding,
–– Sparse coding with robust temporalSparse coding with robust temporal

structure,structure,
–– Rank coding (order of first spikes in neuronalRank coding (order of first spikes in neuronal

assemblies).assemblies).





•• In In general the general the direction in V1 of andirection in V1 of an
orientation ray of a orientation ray of a pinwheel is pinwheel is not not thethe
orientation orientation associated associated to to it it in in the visualthe visual
fieldfield..

•• When the When the ray spins ray spins around the singulararound the singular
point point with with an angle an angle ''  the associatedthe associated
orientation orientation rotates with rotates with an angle an angle '' /2.  /2. TwoTwo
diametrally opposed diametrally opposed rays correspond torays correspond to
orthogonal orientations. orientations.



•• If If the the orientation orientation pp'' associated  with the associated  with the
ray of angle ray of angle ''  is is pp''  ==  ,,  ++  '/2,'/2,  the twothe two
orientations orientations will be the same will be the same forfor

pp''  ==  ,,  ++  '/2'/2 =  = ''

that is that is for for '' = 2 = 2,,..

•• As As ,,  is defined is defined modulo modulo "", , there is only there is only oneone
solutionsolution  : : end end point.point.

•• If If the the orientation orientation pp'' associated  with the associated  with the
ray of angle ray of angle ''  is is pp''  ==  ,,  ((  '/2,'/2,  the twothe two
orientations orientations will be the same will be the same forfor

pp''  ==  ,,  ((  '/2'/2 =  = ''

that is that is for for '' = 2 = 2,/3,/3..

•• As As ,,  is defined is defined modulo modulo "", , there there are are threethree
solutions : triple point.solutions : triple point.



•• Other Other variables are variables are ““engraftedengrafted””  in   in thethe
pinwheel pinwheel structure, in structure, in particularparticular  ::
–– the the variation of phase (De variation of phase (De Angelis Angelis 1999)1999)  : in a: in a

column column ««  spatial phase spatial phase is the is the single single parameterparameter
that accounts that accounts for for most most of of the differencethe difference
between receptive fields between receptive fields of of nearby neuronsnearby neurons  ».».

–– the the spatial spatial frequency distributed along the frequency distributed along the raysrays
of of the pinwheels the pinwheels ((BressloffBressloff, , J. of J. of PhysPhys., 2003) .., 2003) .

•• P. E. P. E. MaldonadoMaldonado, I. , I. GödeckeGödecke, C. M. Gray,, C. M. Gray,
T. T. BonhöfferBonhöffer  («(«  Orientation Orientation Selectivity Selectivity inin
Pinwheel Centers Pinwheel Centers in in Cat Striate Cat Striate CortexCortex » »,,
ScienceScience, 276 (1997) 1551-1555) have, 276 (1997) 1551-1555) have
analyzed the fine-grained analyzed the fine-grained structure ofstructure of
orientation orientation maps at the singularitiesmaps at the singularities. . TheyThey
found thatfound that
––   ««  orientation orientation columns contain sharply tunedcolumns contain sharply tuned

neurons neurons of of different different orientation orientation preferencepreference
lying lying in close in close proximityproximity  ».».

•• The columnar redundancy vanishes at theThe columnar redundancy vanishes at the
singular singular points.points.



•• James James Schummers Schummers ((NeuronNeuron, 36, 2002), 36, 2002)
has has shown thatshown that
––   ««  neurons near pinwheel centers neurons near pinwheel centers havehave

subthreshold responses subthreshold responses to all stimulusto all stimulus
orientations but orientations but spike responses spike responses to to only only aa
narrow narrow range of orientationsrange of orientations » »..

•• Analyzing carefully the Analyzing carefully the pattern of neuralpattern of neural
activity elicitated activity elicitated by a by a thin and thin and long linelong line
stimulus, William stimulus, William Bosking Bosking ((NatureNature
NeuroscienceNeuroscience, 5, 9, 2002) has , 5, 9, 2002) has shown theshown the
independance independance of position of position and and orientation.orientation.

•• The following picture The following picture (a) shows (a) shows thethe
population (population (stripestripe) of V1 ) of V1 neurons activatedneurons activated
by a line stimulus by a line stimulus located at located at a a preciseprecise
(vertical) position ((vertical) position (scale scale bar = 1mm).bar = 1mm).

•• (b) (b) The stripe is embedded The stripe is embedded in in thethe
population of V1 population of V1 neurons responding neurons responding toto
the same the same vertical orientation but vertical orientation but atat
different different positions.positions.



•• When the When the position of position of the the line line moves moves in in thethe
visual fieldvisual field, , the stripe moves the stripe moves in V1.in V1.

••   The following picture The following picture shows shows that thethat the
position position preference map preference map ((stripesstripes, 0.5°, 0.5°
intervalsintervals) ) and the and the orientation orientation preferencepreference
map map ((pinwheelspinwheels) are ) are essentiallyessentially
independentindependent..



•• SoSo, , Bosking Bosking has has shown thatshown that
««  the map the map of of visual space visual space in V1 in V1 is orderly at is orderly at aa
fine fine scale and scale and has has uniform coverage uniform coverage ofof
position position and and orientation orientation whithout whithout locallocal
relationships relationships in in the mapping the mapping of of thesethese
featuresfeatures.. » »

•• This This means that the means that the local triviality  of of thethe
fibration fibration ""  ::  RR##PP$ $ R  R  is neurallyis neurally
implementedimplemented..



•• To select a direction To select a direction ""  and and a a scaling scaling ##    isis
the same thing the same thing as as selecting selecting a a differentialdifferential
1-form1-form  $$  such thatsuch that
–– ""  ==  kernel kernel KK of  of $$,,

–– 22  codes codes the the value value ,,((vv) ) where where vv  is the unitaryis the unitary
vector vector orthogonal to orthogonal to the kernel the kernel KK
(«(«  characteristiccharacteristic  » » vectorvector).).

•• As As the the set of set of filters is filters is invariant invariant under theunder the
action of action of the the group group GG, , we we are are thereforetherefore
led led to to consider consider GG- invariant  1-forms - invariant  1-forms $$..



•• Connectivity implementing the sharpConnectivity implementing the sharp
orientation orientation tuning near the tuning near the centre.centre.

•• Dendritic tree near the Dendritic tree near the centre C (few centre C (few tenstens
µµ) in an ) in an iso-orientation domain iso-orientation domain DD ( (yellowyellow
dotsdots  ==  excitatory excitatory synapses).synapses).
–– (a) d.t. (a) d.t. biased towards biased towards DD..
–– (b) d.t. (b) d.t. symmetricsymmetric, but , but excitatory excitatory inputs inputs biasedbiased

towards towards DD..
–– (c) d.t. (c) d.t. symsym., ., excitexcit. inputs . inputs symsym. but . but locallocal  andand

therefore inside therefore inside DD ( (good segregation near good segregation near CC).).
–– (d) d.t. (d) d.t. symsym., ., excitexcit.inputs .inputs symsym. . and integratedand integrated

uniformlyuniformly over  over a large a large dendritic dendritic area.area.



•• Jan Jan Koenderink Koenderink (1987) (1987) stronglystrongly
emphazised the emphazised the importance of importance of the the conceptconcept
of jet. of jet. Without Without jets, jets, it is it is impossible toimpossible to
understand understand how how the visual the visual system system couldcould
extract geometric features such extract geometric features such as as thethe
tangent or tangent or the curvature the curvature of a of a curvecurve..

–– ««  geometrical features become geometrical features become multilocalmultilocal objects objects,,
i.e. in i.e. in order order to to compute boundary curvature thecompute boundary curvature the
processor would processor would have to look have to look at different at different positionspositions
simultaneouslysimultaneously, , whereas whereas in in the the case of jets case of jets it couldit could
establish establish a format a format that provides the that provides the information byinformation by
addressing addressing aa   single location single location. Routines . Routines accessing accessing aa
single location single location may aptly be called may aptly be called pointspoints
processorsprocessors, , those accessing those accessing multiple locations multiple locations arrayarray
processorsprocessors. . The difference is The difference is crucial in crucial in the sensethe sense
that that point point processors need processors need no no geometrical geometrical expertiseexpertise
at at all, all, whereas array processors whereas array processors do (e.g. do (e.g. they they havehave
to know to know the environment the environment or or neighbours neighbours of a of a givengiven
location).location). » »



•• Coherent Coherent states states enable enable to to represent represent aa
signal signal ff  %%  HH  by   by its transformits transform

•• It is what is done It is what is done by V1, by V1, the               beingthe               being
the measure the measure of of ff by  by the receptive the receptive profilesprofiles
!!gg..

•• The The covariancecovariance of  of the measures followthe measures follow
from the fact that the wavelets from the fact that the wavelets !!gg    belongbelong
to a to a sub-representation sub-representation of of the the ((leftleft) ) regularregular
representation representation 55 of  of GG in  in LL22((GG).).

•• If If TT  is the transformis the transform

we we have have the intertwiningthe intertwining



The Weyl-Heisenberg  The Weyl-Heisenberg  affineaffine
groupgroup

•• If If we add we add a a scale scale ss, , we get the Weyl-we get the Weyl-
Heisenberg Heisenberg affine group affine group GG

whose elements whose elements gg  can be represented can be represented byby
the the matricesmatrices

•• The elements The elements of of the the Lie Lie algebra algebra are are thenthen
represented represented by matricesby matrices

•• Unitary irreducible representations Unitary irreducible representations areare
then deducible from the orbits then deducible from the orbits of of the the co-co-
adjoint adjoint representaion representaion Ad*(Ad*(gg) (C. ) (C. KalisaKalisa,,
B. B. TorrésaniTorrésani).).



•• As As the matrix the matrix of of Ad*(Ad*(gg) operating on) operating on
covectors iscovectors is

these orbits these orbits are are easily computedeasily computed..

•• FF  elliptic integral elliptic integral of of the first kind the first kind of moduleof module
kk

•• EE  elliptic integral elliptic integral of of the the second second kindkind

•• amam  Jacobi amplitude, inverse of Jacobi amplitude, inverse of FF : :
00  ==  amam((uu,,  kk) ) iff iff uu  ==  FF((00,,  kk),),

•• Jacobi Jacobi functions snfunctions sn((uu))  ==  sin(sin(00),),
cncn((uu))  ==  cos(cos(00)), , dndn((uu))  ==  (1(1––kksinsin22((00))))1/2  1/2  ..



•• We get We get for for tt

•• For For !!(0)(0)  ==  0 (0 (""(0) = (0) = ((/2), /2), and and cc  >>  11
((modulus modulus 1/1/cc < 1),  < 1), the pendulum makesthe pendulum makes
complete turnscomplete turns..



•• For For cc  <<  1 (1 (modulus modulus 1/1/cc > 1),  > 1), the pendulumthe pendulum
oscillates between two extremal oscillates between two extremal valuesvalues
––  !!exex  and and + + !!exex    where with where with !!exex = =

•• A A way way of of describing the describing the orientation orientation maps maps (Wolf &(Wolf &
GeiselGeisel) ) is is to to consider the activity consider the activity pattern pattern EEkk((xx) for) for
each each orientation orientation !!kk =  = ""kk/2/2 and  and to to construct theconstruct the
complex fieldcomplex field

•• The development can then be described The development can then be described by aby a
PDE of PDE of the the typetype

  where where FF  is is a non a non linear operator and linear operator and ''  a a randomrandom
termterm..

z(x) = Ekk! (x)ei"k

!z(x,t)
!t

= F z(x,t)( ) +"(x,t)



•• The pinwheels centers The pinwheels centers are are the zeroes the zeroes ofof
zz((xx).).

•• Such dynamics can be induced Such dynamics can be induced by anby an
Hebbian learning processHebbian learning process, , FF((zz((xx)) )) beingbeing
the average the average of of zz((xx) ) under very rapidlyunder very rapidly
changing changing stimuli stimuli AA  following following a certaina certain
probability lawprobability law..

•• The characteristic The characteristic bifurcations arebifurcations are
fusions fusions and splittings and splittings of of pinwheelspinwheels..


